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Note by the Executive Secretary

1. In decision X/29 (adopted in Nagoya, Japan, in 20th@ Conference of the Parties (COP) to the
Convention on Biological Diversity (CBD) requestib@ Executive Secretary to prepare, in collabonatio
with the relevant international organizations,aring manual and modules in the working languaxjes
the United Nations, subject to the availability fafancial resources, which can be used to meet the
capacity-building needs for identifying ecologigathr biologically significant marine areas using th
scientific criteria in annex | to decision IX/20 umag regard to other relevant compatible and
complementary intergovernmentally agreed scientfiteria as well as the scientific guidance on the
identification of marine areas beyond nationalgdigtion, which meet the scientific criteria in @l to
decision IX/20, taking into account the resultshaf Ottawa workshop.

2. Pursuant to paragraph 40 of decision X/29, draftSEBtraining manual and modules, as
contained in this document and associated presamtatiterials, were developed, with the kind finahc
support from the Government of Germany, to fad#itthe capacity development with regard to the
scientific description of areas meeting EBSAs dateThis document also includes the user manual fo
the use of the EBSA prototype repository and infron-sharing mechanism.

3. This document is being circulated in its draft faashinformation for participants at the sixteenth
meeting of the Subsidiary Body.

* UNEP/CBD/SBSTTA/16/1.

** Reposted to include the following footnote: “Thesid@ations employed and the presentation of mafartais note do not
imply the expression of any opinion whatsoeverlengart of the Secretariat concerning the legalistaf any country, territory,
city or area or of its authorities, or concernihg telimitation of its frontiers or boundaries™asll as an editorial change on
page 12.

/...

In order to minimize the environmental impacts loé tSecretariat’s processes, and to contribute eoSttnretaryBeneraI"i

initiative for a C-Neutral UN, this document ismted in limited numbers. Delegates are kindguested to bring their co
to meetings and not to request additional copies.
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Introduction

In decision X/29 (adopted in Nagoya, Japan, in 201ie Conference of the
Parties (COP) to the Convention on Biological Dsigr (CBD) requested the Executive
Secretary to prepare, in collaboration with theevaht international organizations, a
training manual and modules in the working langsagfethe United Nations, subject to
the availability of financial resources, which da@ used to meet the capacity-building
needs for identifying ecologically or biologicallsignificant marine areas using the
scientific criteria in annex | to decision 1X/20vmag regard to other relevant compatible
and complementary intergovernmentally agreed séietiteria as well as the scientific
guidance on the identification of marine areas beynational jurisdiction, which meet
the scientific criteria in annex | to decision 1R/2taking into account the results of the
Ottawa workshop.

Pursuant to paragraph 40 of decision X/29, drafSEBraining manual and
modules, as contained in this document and assdciptesentation materials, were
developed, with the kind financial support from thevernment of Germany, to facilitate
the capacity development with regard to the sdientescription of areas meeting
EBSAs criteria. This document also includes the usanual for the use of the EBSA
prototype repository and information-sharing medctran The manual is structured as
follows:

Module 1: Describing Areas meeting EBSAS Criteria

1(a) General strategies for each EBSA criterion
1(b) The role of expert opinion
1(c) Common analytical approaches
- Kernel density estimates
- Habitat suitability modeling
- Biodiversity indices
- Productivity
1(d) Data considerations
1(e) Considerations when using multiple EBSA cidter
1(f) Systematic planning approach

Module 2: Using the web-based input tool and database

2(a)_Introduction to the user interface
2(b) Relative ranking of areas
2(c) Other relevant criteria

Summary and conclusions




MODULE 1

Objectives of this module:

This module will discuss the process of descritangas meeting EBSA criteria. It will
provide an introduction to the CBD EBSA criterig, well as practical guidance on how
to identify areas based on each individual EBSAedon. In addition, the module will
discuss how to describe areas based on multipleAEBi&ria. Publicly available data, as
well as types of tools and analyses that can bd tmeEBSA identification, will be
described in detail.

This module will consist of the following sections:

1(a)General strategies for each EBSA criterion
1(b) The role of expert opinion
1(c) Common analytical approaches
- Kernel density estimates
- Habitat suitability modeling
- Biodiversity indices
- Productivity
1(d) Data considerations
1(e)Considerations when using multiple EBSA criteria
1(f) Systematic planning approach
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1(a) General strategies for each EBSA criterion
Learning objectives:

In this section, you will go through a descriptionof each of the EBSA criteria and

consider how they can be applied. The purpose of ithdiscussion is to present a
variety of ways in which the scientific community umderstands these criteria and
how they can be used as a foundation for informindguture decisions regarding

open-ocean waters and deep-sea habitats.

There has been substantial experience at the mhtemd regional level with the

application of some or all of the criteria for iddication of EBSAs for multiple uses,

including protection. This experience was consddidaat a CBD expert workshop in
Ottawa, Canada in 2009, and this discussion drawsame of that experience and
material.

Each criterion is considered individually. Multiteria analysis will be discussed in
section (e),while section (c)describes analytical approaches associated with ea
criterion, andsection (d)addresses data requirements.

Criterion 1: Uniqueness or rarity

Definition ( COP decision | X/20,annex 1)

The area contains either (i) unique (the only ohé@sokind), rare (occurs only in few
locations) or endemic species, populations or conities, and/or (ii) unique, rare or
distinct, habitats or ecosystems; and/or (iii) weigor unusual geomorphological or
oceanographic features.

Comments on the definition

This criterion is established to identify uniquerare occurrences of species or habitats
for consideration. The uniqueness or rarity of wegifeature may be determined at a
variety of scales, including the global, ocean masegional, or local scale. While
“uniqueness” by definition cannot be judged on latree scale (i.e. an object is either
unique, or it isn’t), “rarity” may be judged rehati to other species or habitats.

Comments on the application of this criterion

Uniqueness and rarity are strongly influenced by #itale at which the policy and
management jurisdiction is functioning. Global ashould be taken into account when
applying this criterion at regional or local scalssich that a globally rare or unique
property is identified as significant even if it riglatively common within the specific
region or locality for which the evaluation is camted. However, a feature that is
depleted, rare or unique at the scale of a spgaifisdiction’s evaluation should also be
considered, even if the feature may be more comglsawhere.



In areas where biological information is scarceysidal data may provide the only basis
for application of this criterion. Areas that haweique substrates and bathymetries may
be appropriate as EBSAs based on this criterioen evithout data on the biological
communities present in the physically unique sitest example, in a survey of the
eastern Australian margin, where multibeam bathgymesas used to map >25,000kwf

the seabed, only 31 Knf0.12%) of seabed comprised hard substrata, whgleemaining
seabed comprised bioturbated soft-sediment plaimssuch a circumstance, it is
appropriate to assume that the biotic communitgabse it is supported by rare physical
geography (i.e. hard substrata in this case), 98 ahre and should be considered as
ecologically or biologically significant.

For most of the deep sea, many species may be fare, and thusarity may be
common If this is true, this part of the criterion foeep-sea areas may pose some initial
difficulties. That said, some deep-sea speciesikaly to bemore rarethan others.

Methods (for more detail, see section 2(c))

Application of theuniqueness or raritgriterion may be based on biological, ecological
and oceanographic information from peer-reviewestdiure, technical reports and data
sets. Areas containing similar features may be @vetpto assess the ways in which one
area is different or unique. Uniqueness or raréy also be based on similar comparisons
of survey data.

Approaches that seek to identify different morplgadal features and seascapes can also
indicate unusual features which may satisfy thi®gon. However, care must be taken to
ensure that unusual classes that emerge from sadhawve not artifacts of the analysis
and meaningfully reflect features in the sea.

Examples

1. The Saya de Malha Banks

The Saya de Malha Banks (fig. 15) are the largabimerged banks in the world,
containing a unique seagrass biotope in the opearo®ue to their remoteness, the Saya
de Malha Banks are host to some of the least exglmhallow tropical marine
ecosystems globally, completely detached from l|d&mdindaries and providing an
ecologically important oasis of high productivitythe Indian Ocean (M. Vierros, United
Nations University Institute for Advanced Studies).



Figure 15: Location of the Saya de Malha Banks in the Wedtedian Ocean
Source: xx

2. Sargasso Sea

Alone in supporting the centre of distribution f@rholopelagic (continuously pelagic)
drift algae Sargassunspp.) community, the Sargasso Sea (fig. 16) ikbadly unique
marine ecosystem whose entire water column pro\adesige of critical services When
the drift algae clumps together into mats, it pdesd structural habitat for a range of
fauna, including endemic, threatened and comméyciaiportant species, particularly
for the juveniles of the species. Whigargassumoccurs globally, it is only in the
Sargasso Sea where these characteristic large aratound (S.A. McKenna, IUCN
WCPA Marine - Caribbean Working Group, [IUCN WCPAgh Seas MPA Task Force
Deep Search Foundatiand A. H. Hemphill, IUCN WCPA, High Seas MPA Task
Force, Center for Ocean Solutions, Stanford Uniters. Gulick, S. Brooke, and J.
Ardron, Marine Conservation Institute).
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Figure 16: Location of the Sargasso Sea.
Source: xx



Criterion 2: Special importance for life-history stages of species

Definition (COP decision 1 X/20, annex 1)
Areas that are required for a population to surad thrive.

Comments on the definition

This criterion is intended to identify specific asethat support critical life-history stages
of individual species. This is an inclusive defioit that incorporates all life-history
stages of a species or population, but which leapes the question of how an area can
be determined to hequiredfor survival and reproduction.

Comments on the application of this criterion

The application of this criterion will focus on tineliability and exclusivity of use of an
area for a particular life-history function of ooemore species. The “significance” of an
area increases as either factor (reliability oweret exclusivity relative to alternative
areas) increases; i.e., “significance” increasea gseater percentage of the species use
an area more regularly (in time and space) fongportant life-history function. It is also
noted that sex, age and other biological variabbes influence where these important
areas exist within a single species (i.e., femal#s nursing offspring vs. single males),
so caution should be taken when looking at thigegdn across one species or
population.

Application of this criterion for deep-sea spec@s be difficult because specialized
sampling gears are needed to sample early lifestafjdeep-water species such that they
are without contamination from other depths. Spedadentifications of immature life-
history stages of deep-water species are alsoypdedcribed in many areas, making it
hard to identify areas of special significance & species level when dealing with
immature stages.

Methods

This EBSA criterion,Special importance for life-history stages of sggas similar in
nature tolmportance for threatened, endangered or declimrspgcies and/or habitats
sharing the same examples listed in annex | tosaecilX/20: “(i) breeding grounds,
spawning areas, nursery areas, juvenile habitattloer areas important for life-history
stages of species; or (ii) habitats of migratorgcsgs (feeding, wintering or resting areas,
breeding, moulting, migratory routes).” Due to tkisilarity, they will be considered
together to aid understanding of the analyticahmégues necessary to identify important
areas related to a species or habitat.

The primary data sources data for application ekéhcriteria are either survey data or
satellite tracking data. Where coverage is adequatwey data can be used directly to
determine abundance and density of animals withipadicular area. In evaluating
whether data are adequate for direct evaluatiotheffunctional importance of an area,
consideration must be given to how well the datatwoa the likely degree of natural
variation in a species’ distribution and behavidAireas of occupancy or performance of



specific life-history activities may vary greatlsom year to year, season to season or at
even shorter time scales. Consequently, the degrekich the available data are merely
“snapshots” (i.e., representative of conditiong aingle point in time) affects whether
observed absences can be used as justificatiorathatea is not used by a species, or
observed presences can be used as justificatianatharea isnecessaryfor that life-
history function. The less representative in spaod time the available data are
considered to be, the more likely it is that anleaton should at least augment direct
observational data with tested models. Where therensufficient data or knowledge for
direct estimates, models can be used to predidikibléhood of occurrence or abundance
of a species from physical and biological oceanglgiadata.

Satellite tracking data offers more detailed infation about a single organism’s
movement and can be used to identify core use doeagadividuals or aggregated to
better understand the importance of areas to algiu(s). The more consistent the data
are from multiple tracked animals, the more valaahich data are for identifying core
use areas for individuals or populations througméaange analyses, predictive habitat
models or resource selection models. Some genechhigues that can be used on
tracking data are listed below in order from thestecomplex and least data-intensive, to
the most complex and most data-intensive methods:

» Sinuosity Analysis (Bell 1991; Grémillet et al. 200

* Fractal Analysis (Laidrea et al. 2004)

* First-Passage Time Analysis (Fauchald and Tver@8)20

* Kernel Analyses (Laver and Kelly 2008)

* Regression, Autocovariate and other Habitat Modglli (Guisan and
Zimmermann 2000, Dormann et al. 2007)

» State-Space Models (SSM) (Morales et al. 2004,eloesal. 2005)

Examples

1. Areas of importance for northern elephant seals

Many wide-ranging marine animals have an amphibidashistory. For example, sea
turtles, seabirds, sea lions, and seals spendopdneir lives feeding at sea and part of
their lives on land, breeding, caring for young, molting. In the North Pacific, the
northern elephant seal is a wide-ranging top poedaith such a life history. Female
northern elephant seals undertake a long foragimggation in the North Pacific each
year, building a reserve for subsequent monthstdpsting on land while giving birth,
nourishing a pup, and breeding. Using data fromTiégging of Pacific Predators project
(www.topp.org, figure 17 identifies an area of high female herh elephant seal density
during their annual six-to-eight-month foraging naigon, indicating it is an area of
special importance for life history stages of thpecies (A-L. Harrison, University of
California at Santa Cruz,).
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Figure 17: Area of importance for northern elephant seals
Source:

2. Area of special importance for the Antipodean albaiss in the Tasman Sea

The antipodean albatrod8i¢medea antipodengiss one of the largest seabirds on Earth,
and a member of the great albatroBso(nedeaspp.) group. It is endemic to New
Zealand, breeding on Antipodes Island, the Aucklalstands group, Adams,
Disappointment and Auckland), Campbell Island, BitdIsland in the Chatham Islands.
Declines in adult survival, productivity and rec¢ment are largely due to bycatch in
longline tuna fisheries, and the Antipodean allssins currently listed as vulnerable by
IUCN. Data from satellite tracking show that duridiferent life-history stages birds

utilize different areas (fig. 18) (Ben Lascellesdartincoln Fishpool, BirdLife
International).
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Figure 18: Map showing areas regularly used by the Antipodsbatross during different life-
history stages and the location of the Tasman B=add biological significance.
Source:

3. Areas of importance for Pacific white sharks
Due to infrequent, yet often sensational interastiwith people, white sharks have long
captured the imagination of humans. Most of thelisti of white sharks have centreed



around pinniped (seal and sea lion) rookeries, &ladult white sharks feed on elephant
seals and sea lions. Off the coast of northernf@ala, the interactions between

pinnipeds and white sharks have been studied aF#nallon Islands and Ao Nuevo

Island for decades (Ainley et al. 1985). White khamre present at these islands
predominately in the late summer through winter nvtieey feed on young elephant seals
and sea lions. Although pinnipeds are present girout the year, white sharks are
apparently only present for a portion of the yeard their movement patterns after
leaving remained a mystery for decades. With theeaid of new electronic tagging

technologies, it has since been possible to tradkevgharks for periods of up to one year
and shed light on their movement patterns afteadag pinniped colonies.

As illustrated in figure 19, adult white sharks wedracked travelling from several sites
along the North American coast, to a region in tietheastern Pacific, equidistant
between Baja California and Hawaii, where they rienfiar up to six months. It remains
unclear whether these represent breeding or feeshiggations (A. Boustany, Duke
University Marine Geospatial Ecology Lab).
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Figure 19 Seasonal densities of white sharks tagged offidnthern California coast, USA
Source Weng et al. 2007

Criterion 3: Importance for threatened, endangeredor declining species and/or
habitats

Definition (COP decision | X/20, annex 1)

Area containing habitat for the survival and reecgvef endangered, threatened or
declining species or area with significant assegdsaof such species.

Comments on the definition

This criterion targets threatened, endangered olinileg species and their habitats for
consideration. As in the above criterion, the lokdetween the area of concern and the
endangered species is one of the relative factoted application of this criterion. The



greater the persistence of use of an area, angrtlager the number of individuals from a
threatened population that use the area, the mgpertant the area must be considered.
The definition of a “significant assemblage” is moade explicit in the definition of the
criterion.

Comments on the application of this criterion

In the deep seas, assessment of species agatestacfor risk of extinction is still in
early stages, and the ecological requirements aft such species are poorly known. As
studies to determine the population trend of a isgeare long-term, data-intensive
processes, the application of this criterion mwsbhsed on pre-existing determinations
of the population status of a given species. Irti@dar, use of the IUCN Red List
(http://www.iucnredlist.oryis clearly fundamental to understanding to wtspkcies this
criterion applies. In data-deficient situationsg isting for organisms with similar life-
history traits should be used until further infotroa on the status of the species is
available.

Methods

See discussion under previous criteri@necial importance for life-history stages of
species.

Examples

1. Areas of importance for the Pacific leatherbackurtle

Studying pelagic species on the high seas hastitnagly been difficult. The long
distances from shore, coupled with the highly m®mhkture of the organisms, have
precluded direct observation. Recent technologadaiances have permitted researchers
to track highly migratory pelagic species by allowidata collection and transmission
remotely (Eckert 2006). These novel electronic thgse been particularly useful for
studies involving air-breathing animals in the ommean, as frequent surfacing allows
for direct uplinks to satellites, and animals cheréfore be tracked in near real time.
While the data these tags have returned is inviduab shedding light on the basic
biology of pelagic species, they gain even moreoirtgmce when addressing questions
pertaining to conservation of severely threatenad andangered species. A prime
example of this is the recent electronic trackingducted on leatherback turtles in the
eastern Pacific Ocean.

Like many marine turtle species, the slow growtld d&ow reproductive potential of
leatherback turtles makes them particularly seresito excessive mortality during adult
life stages. Leatherbacks in the eastern Pacifiea@chave suffered through illegal
poaching and egg collecting on the nesting beachessjlting in severe population
declines. Figure 20 illustrates how new trackinthtelogies have allowed researchers to
examine the movements of the critically endangétadific leatherback turtle. Several
years of tracking have revealed a consistent fatpgrea for leatherback turtles in the
South Pacific Gyre (A. Boustany, Duke Universityrivi@ Geospatial Ecology Lab).
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Figure 20: Colours from red to light orange show the densttljzation distribution of tracked
leatherback turtles; the darkest colours indicagenost intense use. The green outline highlights
the region identified as having particularly lovwnpary productivity and eddy kinetic energy.
Source: Reproduced from Shillinger et al. 2008.

2. Areas of importance for the Short-tailed albatrss

BirdLife International is the IUCN Red List authtyrifor birds and conducts a
comprehensive review of the status of all speciesyefour years, with annual reviews of
the most threatened. The BirdLife Important Birceas (IBA) Programme uses the Red
List assessment to define one of the global IBAeda for identifying IBAs (category
Al), such that sites critical for the conservatiohthe most threatened species are
identified.

The short-tailed albatros®ljoebastria albatrus a threatened seabird, breeds on some
islands of East Asia, and its range extends througthe Bering Sea. Satellite tracking
data and vessel survey data have been used tafydargas of importance based on
habitat preferences for the albatross (fig. 21) I(Bscelles and L. Fishpool, BirdLife
International).
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Figure 21: Map of candidate IBA for the short-tailed albasat the Bering Sea shelf break. This
map shows areas of regular use identified fromllgaté&racking data, vessel survey data, and a
70km buffer around suitable topography.

Source:

Criterion 4: Vulnerability, fragility, sensitivity, or slow recovery

Definition (COP decision | X/20, annex 1)

Areas that contain a relatively high proportionsensitive habitats, biotopes or species
that are functionally fragile (highly susceptible degradation or depletion by human
activity or by natural events) or with slow recoyer

Comments on the definition

This EBSA criterion focuses on the inherent sevigjtiof habitats or species to

disruption. The core concept here is that resiketocperturbations (physical or chemical)
varies amongst habitats and species; for exampkgies with low reproductive rates

exhibit an inherently higher level of risk to impscthan other species. Assessing
vulnerability of benthic ecosystems in relation liottom contact fisheries has been
elaborated upon by the FAO (2009).

Comments on the application of this criterion

“Fragility” and recovery time can be quantified bgxamining the life-history
characteristics of a species or the inherent pti@serof the ecosystem features
themselves in the face of adverse impacts of apg (physical, chemical, biological). In
general, maximum lifespan and age-at-first-reprtdacare positively correlated, and
those species that also produce few offspring itedylto be considered sensitive and
require long time periods to recover from pertudyat Structure-forming organisms, or
habitats that require geologic time periods to foane also likely to be slow to recover.
“Vulnerability” can only be evaluated relative taréats, which makes this aspect of this
criterion different from all other EBSA criteriaahaddress intrinsic properties of an
ecosystem independent of threats. However, ecosyist&tures that are fragile, sensitive,
or slow to recover are likely to be vulnerable twide range of threats. Viewed in that
context, this criterion can be applied in the abseof information about threats. Expert
advice and the literature should be sought to exphee nature of the features’ properties
that are considered sensitive, vulnerable, framilslow to recover (e.g., FAO 2009).

Ideally, maps of the potentially sensitive or vubigde features would be available.
Lacking adequate data for such mapping, it woultils¢ possible to identify the areas
where features that were sensitive, vulnerablgjl&ar slow to recover were known or
likely to occur, based on predictive modelling atrapolation of expert knowledge from
better known areas.

Methods

Information on which species or biomes qualify aterable, fragile, sensitive or slow
to recover should be based on peer-reviewed stehterature to the extent possible.



Regardless, the fragility of certain features totaie pressures (e.g., ice-dependent
communities to the effects of climate change) cartaken as self-evident, unless data
indicating the contrary are produced. In some Gamgsert opinion can be used where
vulnerabilities or sensitivities are only just baging to enter the peer-review process. As
with previous criteria, this criterion can be infeed by survey data and models by using
physical features known to be associated with di@atures that are sensitive or slow to
recover.

Application of models that extrapolate results tfdges in one area to other areas of
similar features will be particularly helpful fov@uating sensitivity or recovery rate. In
cases of particularly sensitive benthic featurasgchsas deep-water corals, merely
documenting the presence of the feature using ¢ise dpplicable method above may be
sufficient to conclude that the area would be higiglevant to this criterion. Although
such inferences seem obvious for features suchomdsc similar evaluations are not
straightforward for some other features of marinenmunities, including communities
composed of a range of co-existing life-historyatggies. In such applications, models
that predict the sensitivity or fragility of pamilar community types would be helpful.

Example

Global habitat suitability for reef-forming cold-water corals

Reef-forming cold-water corals create structurabited with a range of ecosystem
functions in the deep sea, including promoting llob&diversity and supporting
commercially important fisheries. They are knowrb®very sensitive to anthropogenic
activities, are expected to be heavily impactedbgan acidification, and are known to
have very slow recovery rates. These scleractif@an“stony”) corals form reef-like
habitats, which are fragile and have been impalsyelduman activities that make contact
with the seafloor, such as bottom fisheries. Theykamown to have very slow recovery
rates, on the order of hundreds to thousands asydat all (Roberts et al. 2006).

Figure 22 shows global-scale predictions of habstatable for reef-forming corals.
Using known locations of the six reef-forming celdter coral species, amassed from
research and cruise databases, coral habitat #itytgavedictions were made based on
more than 30 different environmental conditions Glinotte, Marine Conservation
Institute, A. Davies, University of Bangor, Wales)d J. Ardron, Marine Conservation
Institute).
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Figure 22 Habitat suitable for reef-forming corals.
Source:

Criterion 5: Biological productivity

Definition (COP decision | X/2, annex 1)

Area containing species, populations or communwigs comparatively higher natural
biological productivity

Comments on the definition

This criterion is specified to identify regions time open oceans which regularly exhibit
high primary or secondary productivity. These hyglgdroductive regions are here

assumed to provide core ecosystem services andlsyegenerally assumed to support
significant abundances of higher trophic-level sp®c The phrase “comparatively

higher” highlights the relative (rather than abs$e)unature of this criterion. How much

“higher” is left open to interpretation.

Comments on the application of this criterion

Productivity is not the same as abundance, butanymnstances, abundance could be
used as a surrogate for productivity. For thiseciain, remote sensing data may be
especially helpful, because methods for quantifyprgmary productivity are well
developed. Centres of high primary and secondaodumtivity are known to vary
between years, seasonally, and on short time sdaigsoverall core centres can be
spatially identified.

High primary productivity near the surface may netessarily mean higher secondary
productivity near the seafloor, as currents maggpart animals and nutrients hundreds
of kilometres before they settle to the bottom, #int such transport mechanisms should
be considered.



Some ecosystems in the deep sea, such as hydrathesnts and cold seeps, are also
areas of high biological productivity through thengersion of specific chemicals into
energy that directly supports complex communities aften endemic species.

Methods

A variety of pre-processed biological productivetgalyses are available. As such, little
analysis needs to be performed in order to apply ¢hterion to specific areas. For
example, global datasets are available for Chloyiah primary productivity, and
secondary productivity. Analytical techniques ma&yrbquired to identify the patterns of
spatial gradients from areas of high productivityareas of low productivity, or such
information may be found in peer-reviewed literatur

The identification of oceanographic features relate higher levels of biological
productivity is a more difficult task that does vég analysis of oceanographic datasets.
Complex algorithms exist to identify sea surfacegerature fronts (e.g., Cayula and
Cornillon 1992) and warm- and cold-core eddies .(elgern-Fontanet et al. 2003).
Fortunately for managers and practitioners, somethese algorithms have been
implemented in a user-friendly tool package, Ma@eospatial Ecology Tools, which is
freely available onlinehtp://code.env.duke.edu/projects/mdRoberts et al., in review).

For more information on methods, setion (¢ of this module.
Examples

1. Pacific Equatorial Upwelling high productivity area

Primary production does not occur uniformly throogh the ocean. The rate of
production depends mainly on the quantity of phigokton already in the water, the
availability of light and required nutrients suchrdtrogen and phosphorus, and the water
temperature. Light availability is regulated maibly geographic location and the annual
solar cycle. Primary production in the open ocealy occurs in the euphotic zone, the
layer of the ocean that light can penetrate. Notravailability and water temperature are
regulated by the flow of ocean currents. Pattemdight and ocean currents lead to
patterns in primary productivity. Oceanographetsrege primary production worldwide
from satellite observations. Using these data, ae identify one such area of high
productivity around the Pacific equatorial upwaedlin

In figure 23, the area identified is still very d@r In order to further refine EBSA
identification in this region, this criterion coulle combined with other relevant criteria
so as to highlight particularly significant aredsldbal Ocean Biodiversity Initiative,

GOBI, team).



Figure 23 An area from which an EBSA could be identifiedtie Pacific Equatorial Upwelling.
Source:

2. Sea-surface temperature fronts

Dynamic physical ocean processes, such as upwelliogrents and eddies, promote
biological productivity and structure marine ecdsyss by aggregating and dispersing
nutrients and organisms. Phytoplankton can be tisteat the ocean surface by satellites
that measure specific wavelengths of reflectedighmlBut current satellite technology
cannot detect animals. Until this is possible, sis¢és must infer the presence of animals
by looking for patterns in satellite images thaé aorrelated with the presence of
animals, such as fronts visible in images of thee @@face temperature (SST). In figure
24, an algorithm was applied to estimate the feegy of SST fronts in the eastern
tropical Pacific Ocean near Central America, arghidly EBSAs in two zones of high
frontal frequency: one south of the Gulf of Tehegec and one east of the Gulf of
Papagayo (Jason Roberts, Duke University Marines@agt@l Ecology Lab).

Tehuantepec
88TFront Zane




Figure 24: Sea surface temperature fronts.
Source:
Criterion 6: Biological diversity

Definition (COP decision |1 X/20, annex 1)

Area contains comparatively higher diversity of &iems, habitats, communities, or
species, or has higher genetic diversity.

Comments on the definition

The question of measuring biological diversity gaserated a whole literature base of its
own, with no single agreed-upon definition of “disi¢y.” Hence, this criterion could be
considered in a number of different ways.

Comments on the application of this criterion

Measures of diversity generally consider one oramadrthe following factors: 1) number

of different elements (i.e., species, communitesp referred to as “richness”); 2) the
relative abundance of the elements (“evenness’odimer related measures); and 3) how
different or varied the elements are when consitleae a whole (e.g., taxonomic

distinctness). In applying this EBSA criterion, #firee factors could be taken into
consideration. When comparing measures of spediessity among areas, sampling

should be sufficient to statistically support swmparisons, for example, by ensuring
that species accumulation curves (when considericigness) are saturated prior to
conducting pair-wise comparisons. Otherwise thera danger of identifying areas with

more research effort.

When species survey data are lacking, habitat cterstics can provide indications of
diversity. Owing to the greater number of possitilehes, habitats of higher complexity
(heterogeneity) are believed to also harbour higpecies diversity. For benthic habitats,
this can be approximated by measuring physicalgagghic complexity or rugosity (e.g.,
Ardron 2002, Dunn and Halpin 2009). For pelagicitab, this can be estimated by
identifying convergences of differing water massbderactions of differing water
masses generally support higher biological divergian the individual water masses,
and areas of high physical energy may also hawively high biological diversity,
consistent with the diversity-disturbance relatlopsthat has been established for many
terrestrial systems. However, because of the codtplef the concept of biological
diversity, and the large variance around the oftetistically significant relationships
between diversity and specific features of the maysenvironment, application of this
criterion will probably be most usefully conductedth biological data, rather than by
relying on physical covariates of diversity.

Methods
Analytical techniques to measure of biodiversitydnédeen a recurrent theme in ecology
for many years. A number of indices exist to exantims concept:

» Berger-Parker Index (Berger and Parker 1970, Maib19
» Simpson’s Index (Simpson 1949)
* Shannon-Wiener Index (Shannon 1948)



* Pielou’s Evenness Index (Pielou 1969)
» Hurlbert (ES50) Index (Hurlbert 1971)
* Rank Abundance Curves (Foster and Dunston 2009)

For more information on methods, ss&tion 2(c).
Examples

1. Global patterns of species diversity

Several indices measuring species diversity haea Ipeoposed. This example shows a
calculation of global patterns of species diversisgng one of these indices, Hurlbert’s
index, for a sample size of 50 specimens. Figure/&% based on publicly available data
holdings of the Ocean Biogeographic Informationt&ys an initiative of the Census of

Marine Life and now adopted by the Intergovernmle@eeanographic Commission of

UNESCO. (E. Vanden Berghe, OBIS).

Figure 25 Global species diversity patterns.
Source:

2. Overlap between hotspots of marine mammal biodersity and global seamount
distributions

Species are not uniformly distributed on Earth. édegeneous physical features and
community evolution drive the mix of species founda given location. AquaMaps is a
species distribution model available as an onlied wervice that generates standardized
range maps and the relative probability of occureenithin that range for currently more
than 11,000 marine species from available poinuwences and other types of habitat
usage information (Kaschner et al., 2006, Reaa, etccepted). Figure 26, a global map
of biodiversity patterns that shows the co-occuwreenf predicted hotspots of marine
mammal species richness and off-shore seamounts, pwaduced by overlaying
AquaMaps predictions for a subset of individual cspg (115 marine mammals) (K.
Kaschner, J. Ready, E. Agbayani, P. Eastwood, desRK. Reyes, J. Rius and R.
Froese).



Figure 26: Co-occurrence of predicted hotspots of marine mamspeacies richness and off-
shore seamounts.

Source:

3. Prediction of biodiversity — richness and evenrss

Patterns in biodiversity can be illustrated by &fion in the number of species (richness)
and whether these species are evenly distributetbminated by a minority (evenness).
Combining these two properties of biodiversity ead the identification of uncommon
communities that deserve greater protection. Fi@Trefrom Western Australia, shows
the results of a statistically rigorous analysisspecies ranks combined with physical
samples to predict patterns in biodiversity throtigé physical space. This extends our
information from known biological samples to thedaer environment, with measured
uncertainty (Piers Dunstan, CSIRO).
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Criterion 7: Naturalness

Definition (COP decision |1 X/20, annex 1)

Area with a comparatively higher degree of natweatnas a result of the lack of or low
level of human-induced disturbance or degradation.

Comments on the definition

This criterion measures the relative “naturalnest”open-ocean and deep-sea areas
compared to other representative examples of thaahdype. This criterion is a relative
measure, and it is not required that an area Iséingiin order for it to be identified as an
EBSA. “Comparatively higher” highlights the relagiyrather than absolute) nature of this
criterion. How much “higher” is left open to integtation, but presupposes that one has
at least some information or indications on hist@iates of the ecosystems where the
criterion is being applied.

Comments on the application of this criterion

The “natural” state of ecosystems, communitieseattures in an area is often unknown,
even for many well-studied areas, but inferencethisfstatus can be gleaned from other
areas. There is even less information on the “a#itstate of open-ocean and deep-sea
ecosystems. In practice, application of this datemwill probably consider the history of
human activity in an area where EBSA evaluatiores lsing conducted. Areas where
there is a documented or suspected history of huacénities associated with certain
impacts will be considered less “natural” than aredoere there has been little human
activity. Application of the criterion will also geiire taking account of what is known of
the impacts of each human activity on specific gstesn features — such as the impacts
of bottom trawling on benthic habitats, populatioasd communities; the effects of
shipping noise and ship strikes on wildlife aggtege and migrations; and collisions.

Methods

Mapping and analysing the cumulative effects of anmmaritime activities is a new and
emerging field of research. Recent studies havegadlke way for analyses of human
impacts globally (Halpern et al. 2007, 2008a, 200&nd regionally (Eastwood et al.
2007; Ban and Alder 2008; Tallis et al. 2008; Haftpest al. 2009). Though

methodologies are still developing, promising apptes stratify effects according to
their type (i.e., physical, chemical, biologicaldking into consideration both intensity
and effect-distance of the given stressor on anghabitat type (Ban et al. 2010).

In most studies to date, stressors are consideldithee or incremental when impacts are
repeated. However, stressors can be synergisintevactive when the combined effect is
larger than the additive effect each stressor wpuddlict (Folt et al. 1999; Cooper 2004;
Vinebrooke et al. 2004). Stressors can also begantstic when the impact is less than
expected (Folt et al. 1999; Vinebrooke et al. 2004)

Given the largely unpredictable nature of cumutag¥fects (Crain et al. 2008; Darling &
Cote 2008), in the absence of additional infornrgtesssuming an additive mechanism is
perhaps the best way forward, though it could uestenate some effects. Bearing in



mind that naturalness is a relative measure, réggedof the analytical details, the
mapping of cumulative stressors should reveal divpedterns that would be useful to
identify possibly (more) natural areas of a givexbitat type. Stressors can be mapped
using a GIS and overlaid on habitat maps to predestnaturalness’ of an area.

Example

South East Atlantic Seamounts

Seamounts have been characterized as oases otpwagiand diversity in the deep sea
that also influence the productivity of the wateduenn above (White et al. 2007).
Formed by tectonic and volcanic activity, seamountay act to disrupt normal
oceanographic conditions across the abyssal pleading to an increase in vertical
mixing and circulation (Roden 1987). Such mixingupled with relative isolation, can
encourage the development of productive and ofteigue ecosystems, as well as
productive seamount fisheries. Beginning in the [E360s, seamount fisheries have seen
major expansions both in terms of fishing effortlaheir geographic range over time
(Watson et al. 2007). However, many seamountsuaoatalogued scientifically and
untouched by fishing gears.

As fishing is the single largest human disruptiffieding most seamounts, a comparison
of reported seamount fishing effort, known seamdaonations, and their proximity to
other anthropogenic impacts can inform the evaduatf the “naturalness” of a given
seamount or seamount group. Figure 28 shows hobabldatasets of predicted large
seamount locations (created from ocean bathymety® combined with historical catch
data from seamount fisheries and other anthropogearine impacts to identify areas of
low impact, including the waters around the Disegviablemount group in the South
East Atlantic (J. Cleary, Duke University Marine @Spatial Ecology Lab; A. Rowden,
M. Clark, & M. Consalvey, New Zealand National ihgie of Water and Atmosphere
and CenSEAM).
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Figure 28: Seamounts with low human impact.
Source:

Summary

This section has provided an introduction to eakcthe seven CBD EBSA criteria and
their application. The information presented iseasive, and the examples highlighting
the criteria have been touched upon only in pasdimghe next sections, we will go
further in-depth with the methods, analytical agmtees and data considerations that
need to be taken into account when applying theraai

Check for understanding
You can check your understanding by answeringdhewiing questions, the answers for

which can be found in the text above:

1. How would you define a “rare” feature?

2. What factors do measures of diversity generallyswter?

3. What kinds of physical features in the oceans agmerplly areas of high
productivity?

4. Why is the “naturalness” criterion difficult to ayp
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1(b) The role of expert opinion
Learning objectives:

In this section, you will learn about the importan@ and use of expert opinion, based
on either scientific or local knowledge We will review the collection, compilation
and use of expert opinion for the purposes of EBSAescription.

Expert opinion, whether based on scientific or ldaaowledge, can be an important
strategy for EBSA description. Formally or inforiyalit can act as a foundation for
further work, including the analytical approachessatibed in the next sections. In
practise, the EBSA description process often radiesa combination of expert opinion
and analytical techniques. In some cases, partlgulehere scientific data are lacking,
inadequate or patchy, expert opinion may providgekest, or even the only, method of
EBSA description.

1. Collection of all available information

The first step in the EBSA description process, tivbe driven by expert opinion or
guantitative analysis, is the collection of all gale information. Potential sources of
information may include any of the following:

» Scientific publications

* “Grey literature”, including unpublished reports

» Reports from scientific cruises

» Fisheries data

* Internetbased databases and repositories (which may inblaithgmetric and
species distribution data, as well as other GI&)dat

» Conference presentations

* Indigenous and local communities and other expestvedge

Types of knowledge that may be relevant to thegssof EBSA description include:

» Distribution of key physical and biogenic habitat

» The distribution of habitats of selected speciashsas marine turtles,
cetaceans, seabirds, sharks, fish and other spEdmportance

* Hot spots of benthic biodiversity

* The presence of geomorphological and oceanogrégdtiares (such as
seamounts, canyons, ridges, upwelling areas antbfreystems)



Compilation of this type of information may alreagyovide a good indication about
whether an area meets one or several of the EBB&iar For example, compilation of
all available scientific information pertaining the Sargasso Sea demonstrates that this
area very likely meets the EBSA uniqueness criterio

Box 3: Determining the uniqueness of the Sargasse&

The literature search for the Sargasso Sea inclpeed reviewed literature, technical
reports and data sets relating to biological, egiold and oceanographic features.
Following the examination and compilation of thdlected data, other similar regions
around the world were identified. These consistoaf other regions within subtropical
gyres, which were compared with the defining feeduof the Sargasso Sea. Many
similarities were found in terms of the oceanograpbatures or patterns of subtropical
gyres and the waters they surround. For exampigotabphic (low nutrient) waters are
usually found within all the major subtropical gyref the oceans (i.e. the North Atlantic,
South Atlantic, North Pacific, South Pacific andliem Oceans). However, the Sargasso
Sea was found to be the only area in the worldiwighsubtropical gyre that is a mass
epicenter for the accumulation of vast amountsladting Sargassunseaweed species,
which are important for a wide variety of endemibyeatened and commercially
important species. Thus, the Sargasso Sea canicbé¢oshe a globally unique area in
supporting such ecologically important and sigifit populations oSargassunspp.
(McKenna et al., 2009) and its associated ecolbgmamunities.

Sargassum fluitanandS. natansFrom SRS
http://www.tamug.edu/rooker/coastal.ht N 0 0 P 7 2 10 N N O O 0 I 0
ml.

Distribution of Sargassunin the
Northwest Atlantic (SAFMC 2002).

2. The Delphic process

The collection of expert opinion is called the Dwetp process. It usually involves
convening a workshop or a panel of experts. Ingbiting, participants are often given a



guestionnaire to fill in (about, for example, whiafeas they think would meet the EBSA
criteria and why). The answers are then discussidtiae entire group.

The questionnaire may include a relatively simmlering system, which assigns a rank
of relative importance to the candidate sites ddjpgnon how well they meet the EBSA
criteria. For example, a Delphic process was enguldyp the Mediterranean Sea for the
description of EBSAs. The experts were asked tavdpalygons of areas that they
thought were EBSAS, and then to fill in a survepwabeach polygon. The survey asked
the experts to score the polygons on how well timey each of the EBSA criteria, with

scores ranging from 0 (not at all) to 4 (complet¢Notarbartolo di Sciara 2010).

The Delphic process can also include a mapping ooemt. This is particularly
important in the description of EBSAs, given thasia spatially explicit process. There
exist a number of geographic information systemksjGoftware packages that can be
used for this purpose. Alternatively, mapping clo de done without GIS expertise by
using Google Earth. Mapping expert input has thdedddvantage of creating a sense of
ownership and common purpose, as the participasus see their collective expert
opinions reflected on a map.

For example, in the Mediterranean EBSA processp8gons representing expert-
proposed areas of importance were collected andasd®n a map of the Mediterranean
Sea using Google Earth. EBSAs could be inferrdoktoecommended in locations where
polygons are clustered (Notarbartolo di Sciara 0201

Figure 29: Expert-proposed polygons in the Mediterraneangmiesl in Google Earth

Source:Notarbartolo di Sciara, 2010.



3. Use of local and traditional knowledge

Community engagement is often best undertaken ilesa formal setting than the
scientific workshops described above. In most gasesnmunity engagement and
information collection is most efficient when it @&one in the community in question,
respecting local cultures, norms and rules, anoWwatly extensive time to build trust.
Respect of local authority (which may include chief traditional leaders) is important.
It is also paramount that the collection of tramhtl knowledge is done with the full and
prior informed consent of the knowledge holders.

There are a number of techniques for participateapping that are suitable for
communities. Some are available from, for example:

* Integrated Approaches to Participatory Developn(&RAD -
http://www.iapad.org/

* Participatory GIS Net (PPgis.nelttp://www.ppgis.net/pgis.htjn

 EBM Tools fttp://www.ebmtools.org/participatory-gis.himl

» Aboriginal Mapping Networkshttp://www.nativemaps.oryj/and

* The US National Oceanic and Atmospheric Adminigira{NOAA-
http://www.csc.noaa.gov/cms/human_dimensions/ppaiory _mapping.pdf

Mapping approaches may include large sketchesiwteprmaps of the local area, which
can be discussed in a group and used to gatheodabaal species, habitats and ecology.
The technologies employed can range from hand-dsketthes to group chalk drawings
to community "3D" physical and computer models. dih of these cases, mapping
comprises not just a set of tools, but the parimypy process of gathering spatial
information and making maps.

4. Individual interviews

In some group settings, particularly amongst cameeérfishers, group solidarity can

obstruct the free flow of information. In such sitiwns, a few strong personalities can
dominate discussions and the sorts of opinionsatepresented. One-on-one interviews
are a good way to solicit a broader range of viamd information than might arise in a

group setting.

When setting up interviews, it is best to find adtion that feels safe and neutral to the
interviewee. It is also good to present the persgth materials that s/he are already
familiar with; for example, while electronic mapsedecoming much more common in



developed countries, often paper charts, or ti@ualimaps are still used in other parts of
the world and are more appropriate for intervieleré. Simple and practical advice on
conducting such interviews can be found in Ardrbale(2006).

5. Documentation

Like all data collection activities, expert opinionust be fully documented, and the
methodology needs to be repeatable. Documentationld include a recording of who
said what and the reasons provided. A copy of thestipnnaires and draft maps should
be retained. A full account of the process needsetmmcorporated in a “methods” section
of the report of the Delphic process.

Final results and maps produced through a Delphocgss must be presented to the
experts for validation, whether the experts in ¢joesare scientists or local community
members. This will reduce inadvertent errors anstakes.

6. Next steps

An expert process, while often quick and easy tplyaps always qualitative and can
introduce considerable observer bias. Ideally,sitai first step in process that also
incorporates some of the analytical methods desdrib the next section. However,
where sufficient data are not available to undertatbust quantitative analysis, the
Delphic process alone can provide a sufficientdmsi EBSA description.

Check for understanding
You can check your understanding by answeringdhewfing questions, the answers for

which can be found in the text above:

1. What are some of the considerations in organizidglphic process?
2. How does the collection of local knowledge diffesrh the above?
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1 (c) Common analytical approaches

Learning objectives:

In this section you will be provided an overview ofthe most common analytical
approaches that can be used to identify areas acabng to EBSA criteria. You will
also learn about specific considerations you needo ttake into account when
undertaking these analyses. While it is outside thecope of this manual to provide
detailed GIS guidance, or to cover every possiblenalytical approach available, the
manual can provide some starting points and directhe user to further resources.

The approaches covered are:
1. Kernel density estimates
2. Habitat suitability modelling
3. Biodiversity indices
4. Productivity

Each approach is covered individually and in some etail. References for further
study are provided.

1. Kernel Density Estimates

There are a variety of different methods used émiifly areas that are more highly used
by marine organisms or to delimit a species’ ranJee most basic is the minimum
convex polygon (MCP), in which a polygon is genedaaround the outermost observed
locations of a given species. This can be effectorecapturing the full range of the
animal, but does not give any further informatiantbe likelihood of an animal being in
one area over another. Another drawback of MCRasit is prone to overestimating the
true home range because it is easily influencedutlers (points that represent “sallies”
or rare excursions from the core home range (se¢.fi

Marine researchers increasingly use techniquesptiozide a utilization distribution: the
relative frequency of locations of an animal orupoof animals in a particular area
during a given time frame (Van Winkle 1975). Thdizdtion distribution describes the
relative amount of time that an animal or groupanimals spends in a given place and
has been particularly useful for identifying ardaghly used by many individuals,
variably called core areas, high-use areas, argpbtst. Such core-use areas are generally
areas of importance for life history stages of #pecies (e.g., foraging, spawning,
nesting, etc.Kernel density estimatio(KDE) has emerged as the most commonly used
technique to estimate utilization distributions (Mém 1989; Kernohan 2001; BirdLife
International 2004; Laver and Kelly 2008). Othertinoels of estimating home ranges that
will not be dealt with here but which practitionersght find useful are: First-Passage




Time (FPT; Fauchald and Tveraa 20Q3)cal Convex Hull{LoCoH; Getz and Wilmers
2004); and Brownian bridges (Horne et al. 2007).

The primary sources of data for deriving estimaites P ————
species home range or core use areas are eitiverys|| e summersuveys
data or satellite tracking data. Where coverage| ©® Wntersurveys
adequate, survey data can be used directly v
determine abundance and density of animals withi Fossnts
particular area. This type of data is extrem¢
important if practitioners are interested in usihg
percentage of a population that exists in a pddicy ®
location as a threshold (see Birdlife Internatitsyg  * e &
implementation oflmportant Bird Areaps Satellite e .
tracking data offer more detailed information abau| ®¥*™ | .ccume Location };{'g
single organism’s movement and can be used  “*""YNe o
identify core use areas for individuals or aggredab =/ {

" Suriname

better understand the importance of areas t¢
popglatlon. The m_ore consistent the data are frl?ilgnl}reso: Data considerations: practitioners
multiple tracked animals, the more valuable sudfa cshould examine the distribution of the location
are for identifying core use areas for individuals g)atfrl\cj:?e survey effort in time and space.
populations through home range analyses, predic :

habitat models or resource selection models.

Although there are differing opinions regarding htawcollect data that will be used in
home range estimates, understanding how well tha dapture the likely degree of
natural variation in a species’ distribution anchdaour is extremely important. In
survey data, this pertains to the time and areareav by the survey trips, while in
satellite tag data it relates to the “duty cyclé&'tlee tag (i.e., the cycle of when the tag is
on or off) and the time period covered by the tnagkdata. For example, in figure 1 a
kernel density estimate using data collected omlgummer (i.e., the red points) would
fail to reveal important wintering areas aroundniere Guiana. The accuracy of the data
must also be considered. Raw satellite tag dath imilude a range of inaccurate
positions (i.e. positions falling on land (see flg, or positions farther away in distance
than the animal could possibly have travelled imieen time period). Methods of
processing these data to remove erroneous posi@mye from simple speed, distance,
and angle filters, to more robust approach stadeespmodels that account for
measurement error and estimate the most probablement pathway (Jonsen et al.
2005). Aarts (2008) summarized a number of importaratistical and technical
considerations when using tracking data to identifijportant habitats for marine
predators.

Kernel Density Estimators



Kernel density estimators have been used in makittg studies to quantify the home
range or core use area of a variety of speciesef@iy speaking, a density estimate is
simply the number of animals or sightings in a giaeea. The simplest form of a density
estimate is to lay a grid of cells over sightingsad and calculate the number of sightings
in each cell. The reason this is not used is thgémerally results in a very patchy map,
that overestimates true density in particular calisl underestimates it in others. This
problem can be overcome with intense and long-tsampling, or by applying some
method to “smooth” the data. Kernel density estoratare the most common method
used to perform this smoothing.

@® Species Observation Locations

How does kernel density estimation smooth the dé
KDEs apply a function to a neighbourhood arou
each given point to estimate the density of the
containing that point. To put it another way, KDE
have two main characteristics: the size and shafieeo
window being applied to calculate the value in\aeqgi
cell. The size of the window, known as the smoah|
factor and commonly noted as “h”, is the searchusag
around a point (Fig. 2). The KDE will use this nasli
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to that value to distribute it across the windowisTis

i]

Suriname

e e

[

G
French
Guiana

the “shape” of the window and is referred to as t

kernel function. This same method has been appdieFi .
. . The smaller of the two search radii would result

each point, and the KDE is calculated as the sutheofi, yajues from three points ing included in th

over|apping windows in a given cell. kernel function, while the larger radii would
include values from 7 points.

There are a variety of types of kernel functionsg.(esource: xX

normal or “Gaussian”, uniform, Epanechnikov.). Véhthe choice of kernel type will
affect the output, it is the choice of the seamthius (i.e., the smoothing factor or “h”)
that has been shown to have the largest impacta tesults. Different search radii can
greatly affect the resulting density and rangenesties (fig. 2). Choosing a search radius
that is too large will result in over-smoothing thle density values — making all cells
appear to be more similar than they really are.v@mely, choosing a search radius that
is too small will result in under-smoothing and Ivakaggerate the density values (i.e.,
high values will appear higher, and low values apbear lower than they are in reality).
The most common method for choosing a search raslites sSimply use expert opinion:
repeat the analysis with various smoothing facémd choose the one that results in the
“best” fit based on expert opinion. This allows thger to control the level of detail
shown in the density pattern. Objective methodstdgr finding an optimal search radius
and are often available in KDE tools such as thissed below!

gure 31: Examples of 2 different search rau

! Objective statistical methods to choose a seaminsanclude the reference parameter (h-ref) aastie
squares cross-validation (LCSV). H-ref is mearttéadhe optimum smoothing factor for a normally
distributed data. Because most animal movemeatatatnot normally distributed, h-ref usually engds
overestimating the home range. The LSCV methothix@s various smoothing parameters and attempts
to minimize their estimated error (the differenetvizeen the unknown true density function and thradde



Practitioners must also choose between the usefieked or adaptive kernel. A fixed
kernel estimate uses the same search radius fpoialls, while the search radius varies
in anadaptivekernel estimator. The choice of fixed versus agaps not as important as
the choice of the initial search radius itself, byéd kernel estimation is more common
as the results are more easily compared and addptinel analysis has been shown to
overestimate the home range. Further considerationsapplying kernel density
estimators to tracking data were reviewed by Kehalmoet al. (2001), Getz and Wilmers
(2004), and Laver and Kelly (2008).

| nterpretation

Utilization distributions produce --

a series of volume contour:: . %
encompassing the area withi:: Fage ¥ N

which the average anima_ _‘

spends a given percentage - ot _——
time (e.g., fig 32). The 95% "// )
contou.r |nd|_cates the area whel = o .__

the animal is expected to sper.-- - _ <

95% of its time, assuming the~ iy, S ‘
analysis is fully accurate. The

95% Contour IS Often used t( = - I'l§|" use crea of ‘emae sarthern clephant seals
describe the full area used b B O oot e

any animal, while areas of higl B W B9

use are generally identifiec
using the 50% utilization (see Figure 32: The utilization distribution for elephant sealsgad
Fig. 32). As mentioned above, coion the Pacific coast of the United Statese(amodule 2)
areas are often areas of importanceSOurce:

different life history stages of the species. Sittee marine environment is dynamic, the
cues that result in the high use of one area byeaiss may be spatially or temporally
dynamic, and thus the core area of use in any giear may change. Thus, it is
important to look at the persistence of these emeas over time. BirdLife International
(2009) has used kernel density estimates by seasbgear to identify areas of persistent
use and higher conservation value. A&xampleof this work is also available as an
illustration of methods to identify areas of spéaigportance to life history of species on
the GOBI website (http://openoceansdeepseas.org).

Tools Available
* AdeHabitat package for R:
0 available @http://cran.r-project.org/web/packages/adehahiiadéx.html
o more info @http://www.faunalia.it/en/animove
» Geospatial Modeling Environment for R (was Hawthéls):

density estimate). The LSCV method is generallygored, though sometimes it fails to resolve anaams
and expert opinion or the h-ref value must be used.



o0 Available @http://www.spatialecology.com/gme/kde.htm
« MANY OTHER R PACKAGES ALSO IMPLEMENT SOME FORM OFBE
* ArcView 9.x & 10.x Spatial Analyst Package
o Available @
http://www.esri.com/software/arcgis/extensions/gpamnalyst/index.html
* Animal movement extension for ArcView3.x
o0 Available @
http://alaska.usgs.gov/science/biology/spatiakigikstindex.php/index.htm
* CNFER Home Range Extension (HRE) and Home RangésToo
o for ArcView 3.x:
http://www.alanaecology.com/wildlife/Home Range éhgion for ArcView
GIS.html
o for ArcView 9.x:
http://www.alanaecology.com/wildlife/Home Range ®odor ArcGIS.html#a
013034
* LoCoH via the web, as an ArcMap 9.x toolbox, ofRapackage:
o0 available @nttp://locoh.cnr.berkeley.edu/

Check for understanding

You can check your understanding by answeringdhewing questions, the answers for
which can be found in the text above:

1. What are kernel density estimates used to descyitiet type of data is needed to as
input for a KDE? What is a “core area”?

2. What considerations do practitioners need to tateaccount when using data from
multiple sources or multiple time periods?

3. What parameter has the greatest effect on KDEtegsWhy?
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2. Habitat suitability modelling

The Problem

It is very seldom that we know the true extent gpacies distribution in a given region.
This would require complete temporal and spatialecage of the species’ range in
multiple surveys—a lengthy and expensive task. iQftee rely on the combined results
of surveys done over the course of years to geidaa of where that species is
distributed. Fishers, for example, develop throag@d and error a mental picture of

where certain fish can be caught. Although theyld:owt call this a model it actually is

a mental model, built up through years of sampling; fishing. For this reason, the
distribution of commercial species, especially thasat have been fished for several
years, is generally known. Local and expert knog#edlone, or combined with a kernel
density analysis (previous section) can producesamrable maps of the expected
distribution of common commercial species.

For less commonly fished species or non-commespaties, however, there is usually
much less certainty about where the species obewguse there is much less data and
experience. For planning purposes (e.g., towardgtied of conserving biodiversity), a
few data points widely scattered across a map matl be helpful and indeed can be
misleading. For these species, it will be necestgapyedict the distribution of the species



across the area of interest. This is the role bfthasuitability models: converting point
occurrence data into evenly mapped distributions.

Habitat suitability models aim to describe the rilisition of a species by characterizing
the environmental conditions that are suitabletli@ species, and then mapping where
such suitable conditions exist. For example, cersgecies of fish are known to only
exist in association with coral reefs in tropiclkinates. By identifying locations within
the Tropics that contain such habitat (i.e., coemfs), we can estimate the species’
distribution. Thus, habitat suitability models arsed to explain or predict the presence of
an organism in a given area. Given enough infaonahey can also be used to predict
the abundance of an organism in the study area.

There are two basic approaches to developing hahiteability models: mechanistic and
correlative. Mechanistic models use pre-existingvidledge of a species’ tolerance of
environmental conditions to formulate an algorithondelimit the area in which the
species might exist (or prefers to exist). The llesestudy of a species required to
develop mechanistic models is extremely high, &wedet are few circumstances where we
have such knowledge. As such, correlative model§aarmore common in the literature
and within resource management and conservatiomeldbve models estimate the
suitability of a habitat for a given species bykimy known observations of the species
with environmental variables. The environmental dibons in which the species has
been found are thus assumed to describe its gdugraigtribution.

While kernel density estimates describe one typanalytical method, using only the
observation data of the species itself, there avela variety of habitat suitability models
that draw upon both species observation data avidoemental variables to help predict
where the species could be found. The scope ofstifigect cannot be covered in this
document, so we encourage the reader to seek beat ogviews of the subject (e.qg.,
Guisan and Zimmerman 2000, Elith et al. 2006 andféta et al. 2006, or Pearson
2007).

Data Requirements and Considerations

As mentioned above, there are two general typedath required to derive habitat
suitability models: (1) species occurrence recoms] (2) environmental variables.
Species occurrence records can be retrieved (amthuoally updated) from online data
repositories such as the Ocean Biogeographic Irdbom System @QBIS), OBIS-
SEAMAP (a sub-node of OBIS dealing specifically with marimammals, seabirds and
sea turtles), or the Global Biodiversity Informatigacility (GBIF). Most of the data in
these repositories come from government agenciesauemic research. Currently, the
largest single contributor of marine species o@nwe data to OBIS is the Census of
Marine Life (CoML). The CoML websitewww.coml.org contains good background
information and links to specific projects, whehere is more information on how the
data were collected.




Such data repositories compile point data sets feowariety of different sources (see
DATA module which can contain sampling biases including, ot limited to, non-
representative coverage of habitats and speciesdenidfications. To correct for
misidentifications or geographic misallocationsooturrence records, information about
the general occurrence of species in different mdessins should be used as a broad
filter to select “good” points, i.e., excluding pts that are most likely incorrect. This
information can be retrieved from existing onlipesies databases, suchFeshBaseand
SealifeBasgwhere it is provided in the form of FAO statisli@rea checklists and/or
bounding boxes delineating the known maximum raggent boundaries for species as
described in the scientific literature.

Environmental data

The simplest and most common distinction betweevir@mmental variables used in
habitat suitability models is between those vadabthat directly affect the species
distribution and those that only indirectly affébe distribution. Direct predictors, like
prey abundance, are preferred to indirect predictike depth. Direct predictors offer
clear explanations that can be transferred to osiiteiations where similar data are
available, whereas indirect predictors are proXmsostitutes) for the real ecological
relationship that we wish to describe, and oftennca be extrapolated as well in new
environments (Guisan and Thuiller 2005). Howevéred predictors are less common
than proxies, especially at broader scales. Adualig, direct predictors at one scale may
not be predictors at all at another (see belowpasta species habitat suitability models
frequently use data on the spatial distributioploysical habitats (e.g., seagrass beds) or
bottom type and rugosity. However, by far the moehmon variables used in pelagic
marine habitat suitability models are depth aral s&rface temperature. In either case
these data may be (1) categorical, (2) ordinaBdrcOntinuous. That is, they may be (1)
categorized in unrelated bins, (2) ordered buineaessarily in quantifiable intervals, and
(3) regular numbers (e.g. 1.1, 23.9, 4007.6, etss).some models cannot deal with
certain types of data, the types of data availatdg dictate the choice of model.

Many online repositories and warehouses of enviemtal data exist and are freely
available to modelers to download. Examples of sonmime resources for each of these
data types are listed below:

» Sea surface temperature
0 AVHRR Oceans Pathfinder SST
0 MODerate Resolution Imaging SpectroradiomékO©DIS)
» Sea surface height, currents and wave height
0 AVISO Sea Surface Height
0 AVISO Geostrophic Currents
o AVISO Significant Wave Height
* Primary productivity (e.g., ocean colour or derivaddels)
0 NASA OceanColor Chlorophyll A dai@MODIS & SeaWiFS)
o Vertically Generalized Production Mod@GPM)
* Shoreline and bathymetry




Global Self-consistent, Hierarchical, High-resauatiShoreline (GSHHS)
ETOPO1 Global Relief Model

GEBCO Global Topography

SRTM30 PLUS Global topography

o O O0Oo

e Wind
0 QUuikSCAT Wind
o AVISO Surface Wind
e Climate and climate scenarios
o WorldClim
o Intergovernmental Panel on Climate Change (IPCC)

The environmental variables listed above rangehair tspatial and temporal resolution.
The choice of a resolution and scale in buildirfgahitat model is crucial, as the driving
forces behind a species distribution may (will) di€ferent at different scales. For
instance, the distribution of an organism that t¢alerate sea surface temperatures
between 15°C and 30°C can be predicted at globalesausing that information.
However, within those temperature ranges (and tiera lot of room within those
temperatures), sea surface temperature may hadettitno predictive power. Hence,
such models are best served by a variety of dasatlsat, when taken together, cover a
broader range of scales than any individual datamesidered alone.

The resolution and scale of the observation recardsalso important as they determine
the scope of what can reasonably be predicted thendata. For example, if the surveys
for a given species were undertaken in depths lestWweand 200 metres, extrapolation of
the model to predict the species distribution iptie greater than 200 metres would be
highly suspect. Thus, the concentration of glokhgling effort in more accessible
habitats, such as the continental shelf regionthefnorthern hemisphere, represents a
great challenge for the application of any spedissibution modeling technique.

The same caution must be taken when consideringgthporal scale of the observations.
Most commonly, species distribution models preeéixtents that often do not consider
seasonal movements of animals or subspecies-l@mllgtion structure and may thus
potentially overlook critical habitat needed duriogrtain life stages or for maintaining
subspecies level diversity. Further, the lack fual observation of an organism at a
specific point in time and space cannot be consitler true absence, as the organism
could be present but could simply have not beeratied by the survey (sdeata
modulg.

One last consideration is that increases in modeiptexity can lead to overfitting the
model and decrease the biological or ecologicaveeice of the model. That is, by
developing a model that too closely matches themison data, the model can lose its
ability to predict the distribution of a populatias a whole (i.e., it will generate an
excessive number of false negatives). Model conifyieshiould only be increased if the
modeler can identify the ecological relevance & #dditional complexity. That said,
predictive habitat models are generally charaaerimore by false positive; that is,
places predicted to contain species where realhenexist. Both types of error point



towards the need to validate models with additicua/ey data whenever possible. This
can be in the form of directed surveys after thelehdnas been developed, or by setting
to one side a randomly selected portion of the tateest the model after it has been
developed with the remaining déta.

Types of Habitat Suitability Models

Habitat suitability models predict either the presfabsence of a species or the
abundance of a species in a given area. Of thessemce/absence models are more
common, as they require less (or less detailed). dddbitat suitability models can be
further differentiated by whether they are meansitaply predict the distribution of a
species, or whether they also aim to explain thative importance of the predictors
included in the model. Explanatory models requirbigher level of examination for
cross-correlation between variables and preclude ube of certain algorithms that
combine variables in new ways to develop generalynterpretable new axes by which
to differentiate presence and absence points. ®neglimodels dominate the use cases
outlined in these modules and conservation planimngeneral, as practitioners need to
use the predictions to quantify biodiversity metror indices.

There are a wide variety of algorithms used toteréabitat suitability models. They can
generally be differentiated by their data requireteeand their output. The most
fundamental difference between model types is wdretbsence points are required.
Often, observation data are either opportunistialtgence data are simply not recorded.
Since absence data are frequently unavailabley otle¢hods have been developed that
do not require absence data. There are three tfpesdels that do not require absence
data: (1) truly presence-only models; (2) mode& tompare the presence points to the
surrounding area in lieu of absence points; andn@els that generate pseudo-absence
points (e.g., randomly, or by random walks thatudate tracks of an individuals within a
population). Table 3 (taken from an excellent sumyntd habitat modeling by Pearson
2007), describes several modeling algorithms aadi#ta they require.

The most commonly used algorithms for generatingithf suitability models are
multivariate logistic regression techniques. “Laigissimply refers to the fact that the
model produces a binary output (i.e., a O for alioted absence, or a 1 for predicted
presence). “Multivariate” simply means that these more than one environmental
variable in the model. Regression techniques attdmmunderstand how the response
variable (i.e., the presence or absence of theieg)echanges across the range of values
of one or more environmental variables, and todoan equation using the environmental
variables that will predict the response variafiletee common multivariate regression
techniques are generalized linear models (GLMS)eg#ized additive models (GAMS)

2 Generally ~25% of data is set aside for testimgriindel, though many mechanisms exist for allowing
smaller portions of the data to be set aside, @iolyirunning the model many times with different
combinations of the data used or left aside fdirtgsesulting in estimates of the model parameters
variance and errors (i.e., “bootstrapping”).



and classification and regression tree (CARTs). GLNEknerally assume a linear
relationship between the environmental predictaiabdes and the response variable,
while GAMs allow for non-linear relationships. Ukdi the other two models, CART
models attempt to split the data based on the atmafudeviance explained, creating a
tree-like graph where the final branches cannotspk further and still explain a
minimum level of deviance.

As Table 3indicates, there are many other algosthimat vary in terms of data
requirements, complexity and utility for particukgpplications. The scope of this topic is
well beyond this manual, but we would highly en@me interested practitioners to do
further research on the subject, starting withréferences in the table. There are also a
number of online resources to help practitioneasriéow to use these models and other
statistics integral to the quantification and comagon of biodiversity. A few are listed

below:

* Species’ Distribution Modeling for Conservation Edtors and Practitioners

(Pearson 2007), mentioned above. Produced bautierican Museum of Natural

History.

* An introduction to R: software for statistical mdde and computing, course

notesby Kunhert and Venables (2005). Produced by Jammonwealth
Scientific and Industrial Research Organiza{iG$IRO).

« The Elements of Statistical Learnififjbshirani, Hastie and Friedmarf®2d.,

2005)

Table 3: Tools Available

Network (ANN)

(or pseudo-absence)

2002

Method(s)! Model/software Species data type Key reference Associated web Isk
namé
Gower Metric DOMAIN Presence-only Carpenter et al.| http://www.cifor.cgiar.org/onl
1993 ine-library/research-
tools/domain.html
Ecological Niche BIOMAPPER Presence and Hirzel et al. 2002 | http://www2.unil.ch/biomapps
Factor Analysis background r/
(ENFA)
Maximum Entropy MAXENT Presence and Phillips et al. http://www.cs.princeton.edu/+
background 2006 schapire/maxent/
Genetic algorithm GARP” Pseudo-absente Stockwell and http://www.lifemapper.org/de
(GA) Peters 1999 sktopgarp/
Artificial Neural SPECIES Presence and absence Pearson et al.

Regression:

Generalized linear
model (GLM),
generalized additive
model (GAM), and
mixed models
(GLMMs, GAMMSs)

Implemented in &

Presence and absence
(or pseudo-absence)

McCullagh and
Nelder 1989;
Hastie and
Tibshirani 1990;
Guisan et al.

2002;

http://www.unine.ch/cscf/graq
p/




GRASP* Lehman et al. http://www.unine.ch/cscf/gras
2002 p/
MGET* Roberts et al. http://code.env.duke.edu/proj
2010 cts/mget
Classification and Implemented in R Breiman et al.
regression trees 1984; Elith et al.
(CART), boosted 2008; Breiman
regression tree 2001
(BRT), random
forest(RF)
multivariate adaptive | Implemented in R | Presence and absence| Elith et al. 2006;
regression splines (or pseudo-absence) Leathwick et al.
(MARS) 2006; Elith et al.
2008
Multiple methods BIOMOD Presence and absence Thuiller 2009 http://www.will.chez-
(or pseudo-absence) alice.fr/Software.html
Multiple methods OpenModeller Depends on method http://openmodeller.sourcefo
implemented ge.net/

1 Method refers to a statistical or machine-leagriechnique. 2 Model/software name refers to a n@macronym) given to a
published model that implements the method(s) dgt&eftware to implement the method for speciesiriiution modeling is
readily available at no cost for those models nrkigh an asterisk (*); other models are availadléhe discretion of the
author(s). 3 The genetic algorithm for rule-setmton (GARP) includes within its processing mplé methods, including
GLM. 4 Pseudo-absence here refers to the sampgbpgach implemented in the GARP software; in pplgiany presence-
absence method can be implemented using pseudocaiss® R is a freely available (at no cost) safvemvironment for
statistical computing and graphics (http://www.oject.org/).

Source: Adapted and updated from Pearson 2007

Check for understanding

You can check your understanding by answeringdhewing questions, the answers for
which can be found in the text above:

1. Why do we need habitat suitability models?

2. What are the two types of data that are used agdrp a habitat suitability

model? Give examples of some resources where drepe found.

3. Do habitat suitability models produce the sameltesu any scale? Why or why

not? How does this affect use of the results ddlaitht suitability model?
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3. Biodiversity indices

What is biological diversity?
One of the more intuitive criteria on which consdion efforts are based is “diversity” —
but measuring diversity is not straightforward.

The CBD'’s definition of biodiversity

"Biological diversity" means the variability amohgng organisms from all
sources including, inter alia, terrestrial, maramel other aquatic ecosystems and
the ecological complexes of which they are pars ithcludes diversity within
species, between species and of ecosystems.

Article 2, the Convention on Biological Diversity

Measures of diversity generally consider one oremair the following factors: 1) the
number of different elements (e.g., species or camties) also referred to as “richness”;
2) the overall abundance of elements; 3) the kedatibundance, or “evenness”, of the
elements (and other related measures); and 4) liftevest or varied the elements are
when considered as a whole (e.g., taxonomic distass; Warwick and Clarke 1995;
Clarke and Warwick 1998). In applying this EBSAterion, all four factors could be



taken into consideration. Many biodiversity indides/e been proposed, often differing
in the weight attached to each of the four comptmeHowever, many of the more
commonly used indices are mathematically relatee ill 1973). Several publications
give a good overview of diversity indices and threspective advantages and drawbacks
(e.g., Magurran 1988; Grassle et al. 1979; Heipl.e2001). Readers are encouraged to
seek out these publications.

The diversity indices outlined below rely on obsd#ional data. When species survey
data are lacking, habitat characteristics can geindications of diversity. Owing to the
greater number of possible niches, habitats of drigftomplexity (heterogeneity) are
believed to also harbour higher species diverdigr benthic habitats this can be
approximated by measuring physical topographic dexkiy or rugosity (e.g., Ardron
2002, Dunn and Halpin 2009). For pelagic habitdtis, can be estimated by identifying
convergences of differing water masses. Interastafrdiffering water masses generally
support higher biological diversity than the indiwval water masses, and areas of high
physical energy may also have relatively high kgatal diversity, consistent with the
diversity-disturbance relationship than has be¢abéished for many terrestrial systems.
However, because of the complexity of the concétiaogical diversity, and the large
variance around the often statistically significaatationships between diversity and
specific features of the physical environment, maion of this criterion will probably
be most usefully conducted with biological datahea than by relying on physical
covariates of diversity.

A word on marine indicator projects

Indicesshould not be confused withdicators.Biodiversity indices rely on the direct
measurement of data to determine a mathematicgbaoemt of biodiversity, whereas
biodiversity indicators are used more broadly tovpde an indication of the health of a
component of an ecosystem, usually through aggeddegnds. For exampl&rends in
the extent of selected biomes, ecosystems, antatsabi
(http://www.twentyten.net/marinehabitais one of ten composite indicators being used
in the Biodiversity Indicators Partnership whickek®e to address biodiversity reporting
for the CBD and other bodieBt{p://www.twentyten.ne}/ Some other broad initiatives
to track marine biodiversity include:

» The UN’s Regular process for global reporting asseasment of the state of the
marine environment, including socio-economic aspect
(http://www.un.org/Depts/los/global _reporting/glob@dporting.htnj;

* The indiSeagproject fttp://www.indiseas.org/ which is a global assessment of
ocean ecosystems and trends, particularly fisheries

» TWAP-LME (Transboundary Waters Assessment Prograioange Marine
Ecosystemhttp://www.unep.org/regionalseas/globalmeetings¥pp5-
transboundary-waters-assessmenj.pdtier development by UNEP;

* The European Union’Streamlining European 2010 Biodiversity Indicators
(SEBI2010;
http://ec.europa.eu/environment/nature/knowled@f#Q0 _indicators/index_en.ht




m) which has published terrestrial and marine trdnd&urope
(http://www.eea.europa.eu/publications/assessindimosity-in-europe-84

Biodiversity Indices

For some, biodiversity equates to species richngsshow many species are found in a
given area (or per unit of sampling effort). Thelgem with this measure is that it is
very sensitive to sampling effort and that it dosst take into account relative
abundances or taxonomic groupings. Hence 98 hemitahard, and 1 capelin (richness
= 3) is considered the same as 33 herring, 34 Hlzafed albatrosses and 33 blue whales
(richness = 3). Something seems wrong here, asntatively know that the first
grouping is less diverse, both because it is dotethdy one species (i.e., herring) and
because the species come from lower order taxaatkagenerally much more abundant
than the high order taxa in the second groupingw&scan see then, measuring only
species richness may yield misleading results. @oelematic assumption inherent in
the approach of many diversity indices is that m®ea@re interchangeable. This is
obviously not true — due to their ecological rale economic or conservation status. For
example, diversity mainly consisting of invasiveesigs is generally not a desirable
situation; endangered and/or endemic species glsaduld rank higher when making
conservation decisions. Thus, analyses of biodiyesfiould take into consideration the
actual species composition and possible implicatidor ecosystem functions and
services.

Species richness is not the only measure of biosityethat can be deceptive when
looked at in isolation. In fact, any of the othadividual measures can also yield
unreliable results. If we compared “evenness” io samples in which one contained 1
herring, 1 pilchard, and 1 capelin (high evenneasy the other contained 100 herring,
10 black-footed albatrosses, and 1 blue whale @egness), we would also fail to get an
accurate accounting of biodiversity in the areagath The lack of any measure of the
overall abundance of the species or a relative higig for less abundant species
decreases the utility of such a measure used onvits

Phylogenetic concerns (i.e., concerns pertainingth® evolutionary relatedness of
species) have also been raised, suggesting tisdietter to have an area with species that
are more distantly related than an area with oldgety related species (e.g., Humphries
et al. 1995). Indices that include relatednesst égig. Warwick and Clarke 1995, Clarke
and Warwick 1998), but they require additional wank calculating distances across
species in the tree of life, before they can beutated on large global datasets.

To combat these issues, biodiversity indices haenhdeveloped to include multiple
factors and to be relatively insensitive to sangphmses. They include:

» Simpson’s Index (Simpson 1949)
* Shannon-Wiener Index (Shannon 1948)



* Pielou’s Evenness Index (Pielou 1969)

» Berger-Parker Index (Berger and Parker 1970; 1975)
» Hurlbert (ES50) Index (Hurlbert 1971)

* Rank Abundance Curves (Foster and Dunston 2009)

Three of the more common biodiversity indices ascdbed below.

Simpson’s Index is a measure that accounts for bp#ties richness and the relative
abundance of species abundance in a sample. Ittdiseby calculating the probability
that two randomly selected individuals from the plmwill not belong to the same
species. To make the results more intuitive (ite.make larger values equal more
diversity), the sum of all probabilities calculatémt each species is subtracted from 1.
The simplicity of Simpson's Index has led it to beed frequently, regardless of its
drawbacks. For instance, the index is weighted tdvide more abundant species, and
thus rare species have a disproportionately snmflileénce on the result, which is
completely counter-intuitive to the objective of shbiodiversity conservation efforts.

One of the most popular diversity indices is ther8ton-Wiener index (Shannon 1948),
which is considered a measure of evenness. Thexirgdmore sensitive to the inclusion
of rare species than Simpson’s Index. Unfortunatéfys benefit is offset by the
assumption that all species of the community aesemt in the sample. Obviously, this
will only be true if the number of sampled indivals is very large. This index is also
very sensitive to sampling effort. Further, it asgs a logarithmic relationship across
species, which, while more realistic than simplymiing species as per richness, is still
problematic in that higher or lower taxonomic levate not directly accounted for.

A measure of biodiversity that is both intuitivedarelatively insensitive to observation
bias is Hurlbert’'s Index (Hurlbert 1971), which dalculated as the number of distinct
species expected to be present in a random sarfdier @xample, 50 individuals from

an area. Hurlbert's index, commonly referred td'e50)”, is calculated for the OBIS

dataset using 5 degree squares in figure 33.



Figure 33: Hurlbert's Index, es(50), applied to the OBIS dataf ~30 million records.
Source:

Data Requirements and Considerations

The primary sources of data for deriving biodivrandices are species observation data
or habitat models derived from such data. Raw gjgeobservation data are available
from many sources, such as large museums, natmoaitoring programmes, fisheries
data, and individual datasets. The challenge i$ these data are not always easily
accessible, and that individual datasets are ysualllected on a limited scope —
geographic, taxonomic and temporal. The Ocean Bigggphic Information System
(OBIS; http://www.iobis.org) was initiated to create a data warehouse to rateghis
multitude of data in one comprehensive, qualitytoalied system. OBIS is currently
housed under the International Oceanographic Cosonis{OC) of UNESCQ OBIS
continues to grow, steadily increasing the quangityl quality of the data available
through its portal. The content of OBIS is becommgtable for the study of broad
patterns of t biodiversity distribution, though tt@ntent is generally insufficient to allow
detailed analyses on regional scales, or to sthdydistribution patterns of individual
taxa. OBIS does provide a framework for capture edse of existing data, and is
expected to continue to grow. It has also beem&gral mechanism for data sharing and
data repatriation from the developed to developiagons and small island developing
states.
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Figure 34: caption
Source:

34). Many more data are available for coastal aitesas for the open

ocean. In the open ocean, surface waters are miesively sampled than the bottom,
and even fewer data are available for the mid-wgateome large datasets, such as a long-
line fisheries dataset from South Africa, with @a@rmany records (more than 3 million)
for very limited number of target species, resnlldw estimates of certain biodiversity
indices because longline fisheries data swamp difativersity surveys of the same
region. This spatial sampling bias also affectsahentification of species richness: more
observations generally result in more species baisgpvered in a given area. Thus if the
sampling number is not accounted for, the morelpiighmpled areas (often also those in
or near developed countries) will result in highaeasured levels of biodiversity.
Sampling bias is a significant problem for openanseand deep seas, where sampling
effort has concentrated on discrete areas, whiteroareas or entire regions remain
largely unexplored. There are several possible ousthto remedy this situation,
including the use of raw observation data as if@upredictive range and habitat models
(e.g., AquaMaps Ready et al. 2010Predictive Habitat Modelling instead of raw
occurrences.

Tools Available
* The “vegan” and “vegetarian” packages for R prowadeess to biodiversity
metrics:
0 Vvegan:http://cc.oulu.fi/~jarioksa/softhelp/vegan.html
0 Vvegetarianhttp://cran.r-project.org/web/packages/vegetarian/
* BiodiversityR package for R provides a GUI for bigasity analysis:
0 http://www.worldagroforestry.org/resources/datals&see-diversity-
analysis
* FD package for R computes functional diversity mstr
o http://cran.r-project.org/web/packages/FD/
* Marine Geospatial Ecology Tools (MGET) for ArcVi€ax and ArcView 10
0 http://code.env.duke.edu/projects/mget
* Examples of online or downloadable biodiversitycoétors
o0 http://alyoung.com/labs/biodiversity calculator.htm
o http://www.columbia.edu/itc/cerc/danoff-burg/MBD Hiis.html

Check for understanding

You can check your understanding by answeringdhewiing questions, the answers for
which can be found in the text above:

1. What is biodiversity? What is the difference betwbediversity indices and



biodiversity indicators?

2. What are the four common factors considered inierdity indices? Why do
biodiversity indices generally account for morerntloae of these factors?

3. What are some issues with the use of Simpson’sxladd the Shannon-Wiener
Index?
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4. Measures of Productivity

Primary productivity

At the bottom of many marine food chains are phigiokton, single-celled, microscopic
plants.. Through the process of photosynthesisioptankton use chlorophyll and the



sun’s energy to convert carbon dioxide and waterganic compounds for growth and
reproduction. The generation of new plant matdraphotosynthesis is called primary
production. Oceanographers use estimates of prirpaoguction as the most basic
measure of the biological productivity of the ocean

Primary production does not occur uniformly throogh the ocean. The rate of
production depends mainly on the quantity of phigokton already in the water, the
availability of light and required nutrients suchrdtrogen and phosphorus, and the water
temperature. While sunlight availability is relateainly to geographic distance from the
equator and the annual solar cycle, nutrient abiiiiais governed by complex, dynamic
circulatory processes such as upwellings, curremd,eddies. Unable to resist the flow
of ocean currents, phytoplankton drift passiveld ame subject to the same circulatory
processes that control the flow of nutrients. Quiseand eddies can entrain drifting
organisms and carry them far from their points gia. As distinct water masses flow
past each other, they aggregate drifting organialmsg their boundaries, called fronts.
These frontal aggregations of drifters attract Heopredators such as fish, turtles, birds,
and marine mammals. These processes dispersentsitnigevenly and create patches of
high and low phytoplankton productivity.

The physical phenomena that produce these patéHew @r high primary productivity
operate across a range of space and time scal@stsFeddies and other small-scale
dynamic processes can stimulate productivity foysd@ months (Willett et al. 2006).
The annual solar cycle drives distinct seasondepet in productivity (Behrenfeld and
Falkowski 1997), especially in regions polewardtloé tropics. Large-scale episodic
phenomena such as the El Nifilo Southern Oscill{E)ESO) can force regional episodes
of high or low productivity (Behrenfeld et al. 200JFinally, global climate trends
influence primary productivity on a global scaleefBenfeld et al. 2006). When
describing an EBSA on the basis of primary proditgti it is important to understand
the phenomena that affect primary productivityhia given region of interest.
Phytoplankton can be detected at the ocean subfpcgatellites that measure specific
wavelengths of reflected sunlight. TNASA OceanColor Chlorophyll A datasest one
common source of information on estimates of Clpbgdli-a in the ocean. However,
there are other, more complex models of primarydpetivity. The Vertically
Generalized Production Mod@&/GPM) by Behrenfeld and Falkowski (1997) estinsate
the net primary productivity for a “euphotic volunoé water” as a function of surface
chlorophyll concentration, surface temperature,gflenof the day, quantity of
photosynthetically active radiation (sunlight imaant for plant growth), and depth of the
euphotic zone (the layer of the ocean penetrated ligigt, which is used in
photosynthesis). Because these parameters cartibmatesl by high resolution satellite
sensors, detailed maps of the VGPM can be calculfatethe entire planet on a daily
basis. Oceanographers are continually improvinghods for estimating primary
productivity. While the VGPM represents the currehmdustry standard” (MJ
Behrenfeld, personal communication), newer modelsy nprovide more accurate
estimates. Behrenfeld provides two alternative nrwdeon his website
(http://www.science.oregonstate.edu/ocean.prodityiv




It is important to note that high primary produdivis not always a positive indicator.
Nutrient loading in rivers from agricultural runfand other sources can result in large
dead zones, areas of very high productivity a roleta. This primary productivity can
result in eutrophication and areas of extremely tosygen. These anoxic environments,
referred to as cannot support the marine life ndynfi@und in the area, resulting in large
fish kills. Thus it is extremely important to unde&nd the wider context surrounding
areas of high productivity.

Secondary productivity

Regions with high primary productivity do not alvgalyave high productivity of animals
higher in the food chain, such as fish or marinenmals. Phytoplankton drift passively
with the currents. When a phytoplankton bloom oscdays or weeks may pass before
grazing animals multiply to significant numbersawrive from elsewhere to consume it.
Many of these grazers are zooplankton, which caft lbloth actively and passively.
Efforts are underway to model the distribution obplankton biomass. Although spatial
and temporal resolution and model validation remagues, such global estimates of
zooplankton biomass do exist (see Stromberg @040). By the time these grazers have
themselves been consumed by predators furthereufptid chain and the density of these
predators has reached its peak, the food web may dvéfted quite far from the bloom's
original location. Such areas, generally front®ddies, tend to be locally and regionally
important for ecosystem functioning. Algorithms areailable to identify these areas
from satellite images. For example, fronts can bkndated in satellite images of sea
surface temperature (SST) and chlorophyll-a (CHLA)d eddies in images of sea
surface height (SSH). Global images of SST on &wapof spatial and temporal scales
down to daily images with a 4-kilometre resolutman be found at the AVHRR Oceans
Pathfinder SSTwebsite (http://www.nodc.noaa.gov/SatelliteData/pathfindendk and
the MODerate Resolution Imaging SpectroradiometeMODIS) website
(http://podaac.jpl.nasa.gov/pub/sea_surface temperatodis/doc/modis_sst.gd.hjml
Sea-surface height and data on currents can bedfoain AVISO’'s website
(http://www.aviso.oceanobs.com/en/data/productséseface-height-
products/global/index.html).

Oceanographic data are often difficult to impotbi®IS programmes. Marine Geospatial
Ecology Tools (Roberts et al. 2010), a collectionfree tools published by Duke
University Marine Geospatial Ecology Lab, assisthwihe download and display of
oceanographic data. For best results when addgeshiese considerations, consult
oceanographers and biologists familiar with theegivegion and species of interest.

Benthic export productivity

In most areas of open-ocean waters and deep-seatbalthe benthos (seafloor
ecosystem) relies upon the rain of organic mattemfthe upper layers of the water
column. This export of productivity is not easynieasure, and often surface production,
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calculated from satellite data (see above) is @sed starting point for estimating how
much food material is delivered to the seafloovanous regions of the ocean. The major
problem with these kinds of estimates is that difficult to determine what fraction of
surface production actually reaches the seaflooal ¥t al. (2007, 2009) have developed
a model to estimate the amount of organic carbat, thn average, is likely to be
exported from the surface, and so will be availasdood to organisms on the seafloor.
This model provides a useful starting point for mpifging the export of organic matter in
different parts of the deep ocean. Clark et al1(®@Qused this measure as part of their
global classification of seamourits.

Example of methods

There are several methods available to identifas high primary productivity. One

basic method is to simply visually estimate thermtary of the high productivity area
based on a map of mean annual primary productiomgus geographic information

system (GIS). This method is easy to implementtandterpret. An alternative is to use
a GIS to identify areas that exceed a specifiedstiwld value based on ecological
considerations. Another is to review the scientiierature and look for definitions of

oceanographic features that correspond to regibhigl productivity.

The identification of physical phenomenon that aggte productivity is more
complicated. One option is to create a map showheglong-term mean frequency of
SST fronts, generating “climatologies” (i.e., awy@a of oceanographic data over a
specified period of time). For example, figure 3pidts a map of comprising 15,340
SST images generated between 1985 and 2005 (twdaygr For each image, Cayula
and Cornillon’s single-image edge detection (SIEDorithm (Cayula and Cornillon
1992) was used to identify fronts in the image gshre implementation of this algorithm,
available in Marine Geospatial Ecology Tools (MGHERIgberts et al., 2010). Finally, the
mean frequency of fronts for each cell was estichdte dividing the number of times
that it contained a front in the 15,340 images l®y hnumber of times that the algorithm
could be executed.
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% In that seamount classification system, the faltmaclasses of export productivity were used: “Léwd’ mol m? d-), “Medium” (1
to <5 mol n? d*), and “High” &5 mol m? d*)



Figure 35a & b: (a) Surface temperature fronts (black lines) iified by Cayula and Cornillon’s
SIED algorithm in the NOAA NESDIS GOES L3 6 km Né&al-Time SST image for 5 January
2009; and (b) the mean frequency of sea surfacpasture (SST) fronts off the Pacific coast of
Central America, 1985-2005, detected by applyinguaand Cornillon’s SIED algorithm to
15,340 twice-daily SST images from the NOAA NOD&mM AVHRR Pathfinder 5.0 database.
Pixels show the 5x5 cell focal mean of SST froegjtrency. Black outlines show the smoothed
0.025 frequency contours that enclose two zonéégbf frontal frequency

Source: adapted from Roberts 2009.

Although there are alternative algorithms for idigmg SST fronts, the SIED algorithm
provides several advantages. It was shown to lgoad at finding large fronts, such as
the Gulf Stream northern boundary, as the simg@lkstnative, manual classification, by
which a trained GIS operator draws the fronts anithage by hand. It was shown to be
better than or comparable to several other simpl®naated methods (Cayula and
Cornillon 1992; Ullman and Cornillon 2000). It hdseen validated against fronts
identified at sea with oceanographic instrumentsr! Bookmark not defined. . Finally,
although alternatives and improvements have beggested (see Belkin and O’Reilly, in
press, for a review), SIED is the only freely-aahle, GIS-integrated algorithm.

Dynamic regions of the ocean can also be identibgdlooking for other types of
physical features in other types of satellite datsing data from satellites that measure
the height and roughness of the ocean surface nadhr, oceanographers are able to
estimate the velocity and direction of surface wsatnd the winds immediately above
the surface. From this, major currents and featgtesh as eddies can be identified.
MGET includes a tool for identifying eddies using th&u®o-Weiss algorithm, which
was used in a recent global census of eddies (@hettal., 2007).

Upwellings occur when winds or currents draw coldfrient-rich water from the depths
to the ocean surface. These influxes of nutriemtts the sun-lit surface layer produce
large phytoplankton blooms, which often lead tohhigroductivity of fish and other
animals. Scientists have developed methods fotifgiarg upwellings in satellite images
of SST and chlorophyll concentration (e.g., workeé@at theDbservatorio Oceanografico
Digital de Venezuelahttp://ood.cbm.usb.ve/wiki/, by E. Klein and J@astillo. See also
Klein and Castillo 2009).

Tools available

* Marine Geospatial Ecology Toolshttp://code.env.de#te/projects/mget

Check for understanding

You can check your understanding by answeringdhewing questions, the answers for
which can be found in the text above:



1. Why do we measure primary productivity?
2. What are some oceanographic features associategreiductivity?

3. What is benthic export productivity, and what pzrthe ocean ecosystem relies on it?
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1(d) Sampling and data issues, including strategies for dealing with weak or

incomplete data
(Parts of this module have been adapted from Alidina et al. 2008 and Ardron et al. 2009)

Learning objectives

In this section you will be introduced to issues tated to sampling and data,
including types of data, data storage and retrievasystems, data evaluation and
preparation, and how to deal with incomplete data.

Our scientific knowledge of the ocean is limited ligw much, and what kinds of, data
we have managed to collect. Sampling the oceanresgeea-going or remote sensing
technologies that are usually expensive and operader conditions of severe weather
and, for deeper ecosystems, high pressure anchdestammmunication challenges. There
can be geo-political challenges to sampling as.wedk these and other reasons, our
knowledge of the oceans is uneven. Southern hemriepbceans generally are more
poorly sampled than northern hemisphere oceans,l@amdand high-latitude seas are
generally more poorly sampled than mid-latitudess€arthermore, the sampling that has
occurred is not always comparable, making global aometimes regional analyses
difficult. In recognition of the lack of sampling,is imperative to effectively utilize what
information exists and ensure that future reseaftdrts are aligned. Towards this end,
better sharing of data must be encouraged.

1. The need for data

Systematic decision-making requires a solid fouodatrom which information and
knowledge can be extracted to inform choices ammrsgt of options. In the case of
evaluating the degree to which specific areas epdogically or biologically significant,
specific criteria (the “EBSA criteria”) have beedopted. Parties to the CBD have been
asked to apply these criteria and evaluate aredstewmine their ecological or biological
significance. For this task, physical and bioloyicgeanographic data, from both
remotely sensed and in-situ sources, will form ltase of the evaluation processes. In
addition, data sources such as species occurraneeys and satellite tracking data can
be used to identify specific areas that may beabbical interest due to rarity of species
or ecotype or because they are particularly impbrta one or more at risk species.
Indices used to assess the importance of an dedaveeto the EBSA criteria all rely on
such data (e.g., the calculation of Hurlbert’s kdeased on species occurrence data or
range maps to describe the biological diversityteann discussed earlier in this
document).



2. Types of data

Many different types of data are needed to fullpleate the ecological or biological

significance of a marine area. The data may behenptesence and/or abundance of
species, seabed and substrate features, physidabialogical oceanography, may be
observed directly or remotely sensed, and may beated through systematic surveys or
opportunistically. Two categories of data can lassified in the following way:

1. Physical Physical data include both fixed topographica@tdiees (e.g., canyons,
seamounts), and dynamic oceanographic attributgs, mperature, salinity).
Bathymetric data identify depth and can be proakdse measure rugosity /
topographic complexity, as well as the presencieatures such as hydrothermal
vents, deep-sea trenches, seamounts, cold seepssubndarine canyons.
Commonly available dynamic physical hydrographitadats include sea surface
temperature and temperature at depth, various me=sagi sea surface height
(e.g., mean sea level anomalies), current datad vaimd wave data, salinity,
dissolved oxygen, and more complex derived prodiggstifying fronts, eddies
and other oceanographic features.

2. Biological: Biological data include measures of productivityg(echlorophyll-a
measurements, or modelled estimates of primary emorglary production),
biomass, carbon, as well as data from direct spauiservation (e.g., observer
data, survey data and satellite telemetry data)laeid derivatives (i.epredictive
habitatandrange maps

Although these data are fundamental to any systemaalysis of the marine
environment, the time and expense required to coheany of these data types (e.g.,
species observation data, deep-seabed physicabiatabical data) greatly limit data
availability. Furthermore, much data and informatere still stored in formats that are
not easily accessible (e.g., museum specimens digitized literature). Given the
paucity of data that are available, it is impemtikiat existing data be used to the greatest
extent possible and made publicly available fosechy other researchers, managers, and
policy makers. “Data discoverability” is an ongoimggue, and systems are currently
being developed to help with the process of undadshg where to find and how to use
relevant data.

3. Data storage and retrieval systems:

There are three main examples of data storageedneval systems:
1. Metadata systems- Metadata systems assist in discovery and hefjetermine

the fitness of the data for the applications baingertaken (e.g., is the spatial
resolution adequate? Does the extent cover thedadreancern?) Metadata assist
in broadening the basis of information availablede&cision-makers and their



technical advisors. There are few privacy issuesntellectual property right
concerns with metadata, and thus they are usuaghyf available. However, the
creation of metadata is generally seen as a chpriad researchers who have
collected the data. Examples of metadata datalaaedbeGlobal Change Master
Directory of NASA (general environmental)OceanPortalof International
Oceanographic Data and Information Excha@DE) of thelntergovernmental
Oceanographic CommissiolOC; specific to marine environment), and the
World Conservation Monitoring Cent(@&/ CMC; specific to conservation).

2. Data archives— Data archives assist in data preservation. Dataves have all
the detail of the original datasets, as the dagastored in a manner that mimics
the data originator's format as closely as possiblee major obstacle to data
archives is convincing data generators (usuallgrgists) to contribute data to the
archive. Many researchers view their data as petany and do not want to share
them. Contribution of data to archives often aksguires thorough metadata to be
generated for the dataset, again raising the is$ube time required and the
limited perceived benefit to the individual scishtf going through this process.
Examples of data archives include i€ National Oceanographic Data Center
(NODC), and many other data centres of the IODE/I0Gese archives are
usually supported by a data discovery tool/metadataogue.

3. Data warehouses— Data warehouses integrate data from archives cdher
sources. The data stored in these warehouses ta® leSs detailed than the
original dataset. Warehouses need to focus orbatitys commonly found across
many datasets and are limited by the least detalkdsets, i.e., “the lowest
common denominator”. Data warehouses apply qualiytrol standards and,
when implemented properly, provide an audit triad.( data can be traced back to
data originator and any change is documented). atahouses face the same
issues relating to data submission raised in thea dachives section above.
Examples of data warehouses include Werld Ocean Databasand World
Ocean Atlasproducts of the US NODC &8orld Data Center for Oceanography
(http://www.nodc.noaa.gov/General/NODC-dataexch/NOEdea.htm), which
areindispensable for much oceanographic work. Thiebal Biodiversity
Information Facility (GBIF) and theOcean Biogeographic Information System
(OBIS) contain compiled species distribution resord

Although each type of data storage and retrievatesy has its own niche, all three
systems have to interlink. Metadata without accessdata (through archives or
warehouses) is informative, but of limited valudlss data cannot be accessed directly. If
not available in an archive or warehouse, a speddita request to the data originator is
required, which can be time-consuming, and is hways successful. Data warehouses
are compilations. The aggregation of datasetsardatabase of sufficient size makes new
types of analysis possible. The greater geograpémsporal or taxonomic scope of the
data warehouses allows for stronger and broadés-pedterns to be observed. For more



detailed analysis, however, it is often necessargad to individual datasets housed in
data archives.

Global databases are still relevant to the pro¢hsesigh, as they can be used to seed local
databases, and for quality control (e.g., to chetkpecies identifications by comparison
with known ranges). Global databases also providendéworks (e.g., standards,
technology, networking) to facilitate further intagon and provide input for the
modelling of a species’ distribution — e.g., the w$ environmental maxima and minima
to characterize habitat suitability on a finer scal

As part of the process of evaluating EBSAs, Padias relevant organizations will need
to support data archives and warehouses, providetodahem, and encourage the process
of data recovery (i.e., digitizing historical datdhese can enable the making of robust
predictions based on sound models where data arsesp

4. Data evaluation and preparation

There are a number of important issues regardiaguie and interpretation of data and
models that must be addressed in preparation fprdata analysis. There is a common
phrase that is frequently used when data are amatyzed: “Garbage in, garbage out”.
The utility and validity of any analysis is fundamialy related to the accuracy and
appropriate use of data. If an analysis is basepoanmly collected data or if the data are
insufficiently understood, the results will be higlsuspectData might be deemed to be
poor for one of two reasons: a) lack of qualitybyrinsufficient sample size (i.e., not
enough data). A variety of methods exist to deahwhoth issues of data quality and
guantity, but the data being used must be assdmfede analyses begin to understand
their limitations. Alidina et al. (2008) offer a@tklist (Table 4) for assessing data, which
should be followed when analyzing any dataset faoteitial use in an analysis. The
authors suggest that the information requestedhenchecklist is frequently part of the
metadata associated with any dataset and thaadvisable “to consult with data owners,
thematic experts and others such as statisticiareng of these items.” Finally, we must
consider how to incorporate data from multiple sesr which are bound to have
inconsistencies. The most important factor wherornperating multiple datasets is to
document all the work done to integrate the dat#éhab the analysis is transparent and
repeatable. Transparency is supported by a firmndation of meticulous data
management. Common formats and standards shoulllogred to ensure ease of
repeatability and use by other practitioners.

Table 4: Checklist for Assessing Data



ITEMS TO CHECK

THINGS TO LOOK OUTFOR

IMPLICATIONS

Data Origin
Source

Compilation

Are the data from a first hand source (raw data), or are they
a secondary compilation or value-added product, from
several other sources? If they came from different sources
were the sampling methods comparable and have the data
been standardised?

Inconsistencies mean data may not be
comparable, may require
standardisation, or error correction

Reason for Data Collection
Sampling Strategy

Spatial and Temporal Coverage

Understand the reason and purpose data were collected for,
and the method of data collection. What was the sampling
protocol? Was there adequate and consistent sampling
across space and time? Has data collection been hiased
toward one area, time period or by the collector? How
comprehensive are the data relative to the project area? Are
they representative, e.g., a random sample? If there was
differential sampling effort then the data should be corrected
for effort and should be reported per unit of effort.

Data collected for different purposes
might not be appropriate for your
specific analysis

There may be Spatial or Temporal
biases in the data such as survey
effort and sampling protocol

Data Representation
Data Classification

Data Generalisation

How are the data reported and spatially represented? Are
they in the form of continuous data or have they been
generalised or grouped into classes or categories. What is
the wvariability in the data reported (are there error bars
associated with them)? How were the classes derived, and
what is the classification accuracy? Is the way the data are
represented appropriate for the purpose you require?

Data may require reclassification,
normalisation or other treatment

Spatial Resolution

Spatial Scale and Accuracy

How are the data represented spatially? Are they vector or
raster features? At what scale (resolution and extent) were
the features observed or compiled? What is the spatial
resolution and accuracy for the features being represented?
Are they comparable with the scale for the analysis?

Data may or may not be at a coarser
or finer scale than that of the analysis

Data Currency

How current are the data? If they are dated by several years
are they expected to offer an adequate representation of
reality at current time? |s the feature being represented

Dated data for specific times and
seasons may or may not be
appropriate for present distributions.

change rapidly or it is relatively stable? Are long-term
means provided and with a metric of variability, e.g.,
standard variation, min-max?

Source Alidina et al. 2008
5. Strategies for dealing with weak or incomplete ata

As indicated above, it is highly likely that praminers will be faced with insufficient

data to allow them to directly evaluate the impctof an area based solely on that data
itself. Under such circumstances, the use of paatgsets or predictive modeling is a
necessary step.

Predictive modeling
See alsokernel densityand predictivénabitat models

In the absence of good broad-scale survey datégetinmigh quality data can be used to
calibrate predictive models of the occurrence ounalance of a species or physical
ecosystem features. Such modelling requires relidbta on the occurrence (presence-
only, presence-absence, or abundance) of the @easysature(s) relevant to the EBSA
evaluation and possible covariates (i.e., enviramalevariables) that are likely to be
widely available or readily measured in the areamterest. Models linking the EBSA
feature(s) to these more easily measured variablesise a variety of methods to assess
relationships (e.g., generalized linear or additivedels, Bayesian networks, and
“entropy” machine-learning analyses (e.§laxen). Results of modelling approaches
always have uncertainty about the predicted likedth or abundance of an ecosystem
feature, but good modelling methods include thestiamty of the prediction in addition



to the predicted likely value. More about the topfcuncertainty is available igection

2(e)
Biogeographic classifications

Another possible way to address data limitationspacific areas is to apply experience
from application of the criteria in other areas hwsgimilar physical, chemical and
biological characteristics. In addition to inpubrin experts, biogeographic classifications
such as the global open ocean and deep seabed (600D
http://unesdoc.unesco.org/Ulis/cgi-
bin/ulis.pl?catno=182451&set=4A462B44_ 3 6&gp=1&II&dlI=1) may assist in
identifying similar areas. Where there are placdser@ no alternative areas are
considered similar enough to provide even coars¢ogous information, this may itself
be indicative of rarity or uniqueness (see disarssif the uniqueness or rarity criterion),
and further study should be encouraged to grouath tthis assumption. Over time,
knowledge of the open ocean and deep seas wikaser, as will experience with the use
of these and possibly additional criteria. Therefany process for application of these
criteria should include periodic reviews of results

Expert processes (see also section b, modulegXpart knowledge

Expert processes relying on people experienced wheh use of data and their
transformation into information and knowledge cagiphto address data limitations,
provided the processes are impartial, as empiaisdhe information allows, and inclusive
of the range of expertise available in the regiBacause the evaluations will almost
inevitably require judgments by the experts, itnportant that the expert processes be
transparent and fully document the reasoning betiean evaluation. As Parties begin to
use the results of the expert evaluations and designagement measures to protect
EBSAs, certain types of evaluations may prove usafusupporting policy and
management actions. To ensure these lessons ae widely and rapidly available to
improve the overall selection and management of ABShere is great value in the
submission of these experiences to the centralsiepy of EBSA-related actions,
including documentation of both expert advisorygaesses (from inputs to results), and
management actions arising from the results oe#peert processes.

6. Annotated list of important data sources

Government agencies typically maintain archivegmfironmental data, often the result
of monitoring activities. Each agency is resporesifoir their own type of data. Fisheries
agencies are a prime source of information for fasiding statistics and often also for
monitoring data. Environmental protection agenci@®e in charge of data on
environmental quality. In many countries, a Natiof@@ceanographic Data Centre
(NODC) is providing facilities to archive many dayges related to marine sciences (e.g.
NODC in the United State&ittp://www.nodc.noaa.gov)r'hese NODCs work together in
the framework of the Intergovernmental Oceanog@pliommission [fttp://ioc-



unesco.org/ of UNESCO. Specific examples of online resourées downloading
oceanographic data are available unideabitat Suitability Modellingin section (c) of
this module.

Many science and fisheries advisory organisatioesiational, but some are regional and
encompass large areas of open ocean and deepskassthe International Council for
the Exploration of the Sea (ICHStp://www.ices.dK in the Northern Atlantic and the
North Pacific Marine Science Organization (PICES://www.pices.inl in the Pacific.
Also the UN Food and Agriculture Organization (FADAIl available from AVISO at
(http://www.aviso.oceanobs.com/en/data/productséseface-heightproducts/
global/index.htmihttp://www.fao.org) holds large amounts of data, but often aggregated
to a level of detail that becomes too coarse-gtaioebe used for purposes other than
fisheries management.

Museums are traditionally the keepers of biodivgrénformation, storing physical
specimens for centuries. The progress in datakmsEsommunications via Internet has
prompted many museums to digitize specimen datanaaice this information available
through the World Wide Web (e.g., Smithsonian, ©©atia Academy of Sciences, some
European examples, Australia). Both GBIF and OBESenbuilt according to standards
created with museum specimen data in mind.

A number of marine laboratories, such as the Sist&lr Hardy Foundation for
Oceanographic Studies (SAHFQ&tp://www.sahfos.ac.uk/and the Scripps Institute of
Oceanography h{tp://www.sio.ucsd.ed)/ have geospatially referenced collections of
plant and animal specimens, and related envirormhdata that span decades.

International scientific programmes, such as thetJélobal Ocean Flux Study (JGOFS
http://ijgofs.whoi.eddy,  Global = Ocean Ecosystem Dynamics  (GLOBEC
http://www.globec.org/ and InterRidge Http://www.interridge.org/ generate large
datasets that are typically available on line. TBensus of Marine Life (CoML
http://www.coml.org) deals specifically with marine biodiversity, ongiobal scale;
OBIS (http://iOBIS.org) was created as its data integration componentcantbines
data generated by CoML field projects with othairses.

Conservation organizations hold species informationsupport their conservation
programmes, and often work closely together withirenmental managers. Examples
include UNEP-WCMC species databases ww§.unep-
wcmc.org/species/dbases/about );fllJCN RedList bttp://www.iucnredlist.org/ and
the Global Marine Species Assessment (GMB#y://sci.odu.edu/gmsg/Increasingly,
industries hold useful information based on direloservations of species occurrences
from their transport systems during business ojmersit

7. Accounting for Observation Effort
(adapted from Alidina et al. 2008, box 7.1)



It is important to distinguish between presencefabe data and presence only data
(these are data that usually consist of opportienfmtesence records and which lack
“confirmed absence”). A feature is considered absem a particular area because it

was sampled for and not found, and not becauseampls1g occurred there. These are
crucial distinctions. One should emphasize here dhaf the data above are virtually a

function of search effort. Ideally, such data skidog corrected for equal search effort in
space and time.

Data biases are often created where one area s ctamely observed and sampled than
another. Datasets that show species abundancebamaisleading if they do not account
for the time or effort spent observing the dataudéd in an analysis the results may be
skewed and will raise questions on the reliabityhe analysis.

Table 5:
Observations
corrected for
sampling effort
Number of times Number of Average number
site YRWA observed of YRWA /visit
visited/sampled
SITE A 10 45 4.5
SITE B 5 35 7
Source: xx

Consider a simple example of two sites that ard esarnpled a number of times each
season. One of the sites (site A) is more accesgihy., near a road and in flat terrain)
and thus more frequented by researchers than kiee site (site B). Each time a site is
visited a standard observation protocol (a 30 mamdect walk) is employed and the
number of birds per species observed are recoiitez observations for one species of
seabird (YRWA) are summarised in the table abovi#h wnd without correction for
sampling effort.

Although site A has a greater number of YRWA obagons recorded, when both are
considered with a correction for sampling efforite SB yields a greater density of
YRWA. These results are not only found for the atante but also for the spatial
patterns of occurrences. For instance, a veryhiagecan be found at a given site after 20
observers search intensely for 10 hours, whereaghan site can be mislabeled
“absence” after 10 minutes of fruitless searchiggust one observer. Although a simple
example, interpreting the data without a correctbeffort would have been misleading
and led to site-selection biases. Many spatialsgasasuffer from lack of information on



the underlying search effort, and if this detaih provided in the metadata, enquiries
should be made.

8. Spatial and temporal variability

It is important to examine spatial and temporab{gptemporal) variability in survey or
tracking data. Although it is tempting to aggregdd¢a from different surveys or tracked
animals together to better understand populatigal Iprocesses, it is important to first
consider how the data overlap in time and spaceinstance, tracking data from animals
tracked in the summer may present very differettepas of area utilization than tracking
data from those same animals tracked in the wises the example used in the section
on Kernel Density Estimation To ensure that all areas relevant to an orgdsisife
history are taken into account, temporal variationthese data should be understood and
incorporated into evaluations of an area’s impar¢anGenerally, good data over a
number of years are necessary to meet this obgedtr further discussion and examples
of how to incorporate spatio-temporal variabilitysurvey and tracking data sgection

(a) of this module, as well as the GOBI EBSA ilhasbns (available at www.gobi.org).
Similarly, it is necessary to consider variabiltyd trends induced by climate change and
other global processes. These can affect oceartugrgpocesses and thereby species
ranges, migration patterns, and resource avaihaloitio the future.

9. Precision, accuracy and uncertainty

Discussions of scale and spatial/temporal varigbihevitably lead to discussions of
precision, accuracy, and uncertainty. These threpepties of data are inter-related but
not interchangeable. Evaluations of the ecologarabiological importance of an area
require that practitioners accommodate the uncegytain the available information,
which in turn requires understanding the factorat thontribute to the uncertainty.
Uncertainty may enter evaluations of an area thi@meyeral means, but most commonly
it is due to the use of predictive models, or tiglodactors inherent in the sampling
method used (e.g., uncertainty in locational datorded by tags used to track animals,
or detectability of an animal in survey data). Reeiny marine features it is difficult to
take exact measurements, regardless of the precHiothe scale of measurement.
Benthic sampling gears do not necessarily captueeyendividual in the location being
sampled; towed nets do not always cover exactly distance that is recorded as
“distance towed”. Such measurement error contribtdeuncertainty in the data as well.
There is a large body of scientific literature amrvey, sampling, and experimental
design, which addresses how to deal with potemi@s and variance in research and
surveys, and this literature should be consultedgiodance on a case-by-case basis.
Large sample sizes of repeated measurements cdar go addressing measurement
uncertainty.

Uncertainty contributes to two types of possibl®esr in evaluating data relative to the
EBSA criteria; false negatives (“misses”)—whersiterroneously concluded that an area



does not meet a criterion when in reality it doasg, false positives (“false alarms”)
when it is erroneously concluded that an area doest one of the criteria, when in
reality it does not. Misses are likely when data imcomplete and/or sampling coverage
at the wrong scale (generally too coarse), so featare present in an area (or ecological
functions served) but they simply are not recorotethe available data. False positives
also reflect incomplete knowledge of an area, ghahlimited sample data are treated as
typical, and a model is built around them predirtan broader distribution of a feature
than actually exists. Without ground-truthing, tbé lead to the selection of sites that do
not actually have the desired feature. Both typésemors decrease as ecological
knowledge increases and sampling becomes more etanWith high uncertainty in
data and information, the precautionary approachuldvesupport a relatively higher
tolerance for false positives than false negativédsis, failure to find evidence of an
EBSA in incomplete datasets should not be takestrasg evidence that the area has no
special requirements for conservation.

10. Further information

For further information we recommend the two sosifitem which this text was adapted:
Alidina et al. (2008) and Ardron et al. (2009)

Check for understanding
You can check your understanding by answeringdhewiing questions, the answers for

which can be found in the text above:

1. What are some examples of the two main categofidata described in this module?

2. What are the main differences between the thrempbes of data storage and retrieval
systems given in this module?

3. What are some issues that you need to consider efsnating data? Why is data
evaluation important?

4. What are some strategies for dealing with weakoomplete data?
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1(e) Considerations when using multiple EBSA criteria
Learning objectives

In this section you will learn about some of the awsiderations when making
decisions based on more than one EBSA criterion, drhow sets of EBSAS (i.e., more
than singular sites) can help alleviate many of thdifficult issues.

1. Introduction

Previous sections, when discussing how to idenpibgential EBSAs, have mostly
focussed on a single criterion. In practice, it Wwé necessary to assemble information on
areas that meet multiple EBSA criteria, and cordibev to identify the best EBSA sites
amongst them. Typically, this will involve evaluats at both the site and network level:
a) how sites compare with each other; and b) holWavgiven site advances the overall
objectives of a given region, which likely includasnetwork of other EBSAs, some
perhaps protected, and others not.

This section discusses some of the things to keepind when trying to select sites that
satisfy many criteria. While this learning manualfocussed on EBSAs, the principles
are general and can be applied to any sets ofiaritecluding things like economics,
community values, practicality, and so forth. Ityr@me as a surprise to some readers
that this is not an easy thing to do, and that alevlacademic literature has grown up
around multiple criteria decision-makindMCDM; also known asmultiple criteria
analysis,and other variants). Unfortunately, the more ondist this topic, the more one
begins to see that there are no easy or right asswhich means that there may be more
than one suitable solution to match to stakeholdeeds. Much depends on local
ecological circumstances, the context of otherdgiecs, and planning objectives. That
said, there are still many ways to go wrong!

2. Why do we need MCDM to describe EBSAS?

The definitions of EBSAs are justifiably broad. Hower, in a region where relatively
little is known, many areas can potentially meet,anany or all of the CBD criteria that
define an EBSA. There is a need to assess indivitbainations for candidate EBSAs
against the full suite of CBD criteria and balamgéividual nominations across the full

set of nominated or existing candidate EBSAs inrégion. Categorizing, prioritizing

and recommending EBSAs is a complex process tligtires an approach that can be
justified at an international level. The suite acision-making tools and experience



available through MCDM can greatly assist in thregess. Towards the end of this
module, we consider some ways to do this.

Box 4: Some boats are hard to build...

Multiple criteria problems are not just limited EBSAS or protected areas. Imagine you
want to buy a boat that is:

 fairly fast (>10 knots, say)

» fairly comfortable (allowing weekend trips, sleepion board overnight)

» fairly economical (both to buy and to operate)

Even though the request sounds reasonable (yofultaresed the word “fairly” to show
just how reasonable and flexible you are), boasspeople just shake their heads sadly.
“No such boat exists,” they tell you. Instead, tisépw you the following:

You can have fast and comfortable, but not econalmic

-

——

You can have fast and economical, but not very ooiable;

—

The moral of this story isome multiple criteria problems are very hard tbvepand
compromises, if they exist, will make everyone pphdn such situations, it is better for
parties to reconsider the criteria one by one fgivan place. If the criteria are truly
irreconcilable, it is a better compromise to fooussome criteria in one place and the
other criteria in another, and design a networkashplementary EBSAs.

3. Common approaches and why they don’t work very wfl

First, let's take a look at some of the common sd#aat first come to mind and their
limitations. The next three approaches are sometifioeind in planning exercises;



however, for reasons that we outline belthey are not recommendéed/e use them to
illustrate why sorting through differing criteria@gpples, oranges and monkeys,” is harder
than it first appears.

Ranking

It might seem like a good idea to rank order theSBRcriteria. Having been distilled
from a wide variety of existing criteria systemse {CBD EBSA criteria have some, but
not a lot, of overlap. In other words, they aregédy independent of one another—
statistically orthogonal. They are not ranked, #melr order in CBD documents has no
meaning whatsoever, but imagine this was a ranking:

Uniqueness or rarity

Special importance for life-history stages of spsci

Importance for threatened, endangered or declisjegies and/or habitats
Vulnerability, fragility, sensitivity, or slow rec@ry

Biological productivity

Biological diversity

Naturalness

NookrwhE

In this fictitious example, we would describe aB&As first for uniqueness/rarity, then
for life history importance, and so on. The probheith this approach is that:

* Ranking assumes some ecological characteristics ar®re important.

However, most ecologists are very uncomfortablé wits assumption and prefer

to point out that ecosystems rely on a suite ofattaristics. Just as a mechanical
watch relies on an assembly of various moving péris hard to argue that gears

are more important to keeping time than springs.

» Ranking assumes that all places can be comparefissuming fruit is a personal
preference, how can we say an apple is more impidttan an orange? Actually,
different ecological characteristics will come be ffore in different places. In
some places biodiversity could be a defining cherastic, and it would make no
sense to put rarity above that; whereas in otlitezeuld be something else.

* Ranking assumes categorical yes/no answdjsis rare or is not), but cannot
account for the shades of grey. For example, wihddabitat of a somewhat rare
species take priority over a place characterisedepy high productivity? (You
may think the answer to this problem is settingaigzoring system, but that
approach is covered in the next example, below.)

» Ranking assumes that the rank will remain fixed, nanatter how many other
areas get protectedEven if a ranking system could be developedtibit all
the above concerns into account, it would stillass protecting rarity, say, was
more important than biodiversity, even if 100 pkbad been protected for rarity
and none for biodiversity. This is a problem shasgtth other common
approaches, like scoring, below.

Scoring
In the latter half of the twentieth century, ifygstematic approach to conservation site
selection was taken (and oftennone was!), probiddglynost common approach was to



use some sort of scoring system. Imagine thatdoh f the EBSA criteria, a score of 0-
5 could be assigned, where 0 is none, 1 is veryadio/5 is very high. Adding these
scores certainly sounds like a reasonable ideaxever, it does not actually help select
good EBSA sites, for several reasons:

» Fallacy of addition: Many “1” scores for various features can add single high
score. Hence a place with a score of five 1s (rebsnl means very low) is now
considered as important as a place that has assoglte of 5 (very high). But we
know that protecting many weak features is notsagul as protecting one
excellent example.

* Unclear: There is no indication what a high score meags,which EBSA
criteria are being captured. EBSA criteria areexanly distributed over space,
and it is very likely that using a scoring systewwd lead to protecting many
examples of some criteria, but none of others.

» Unsystematic Since we cannot say from the scores alone witatierare being
considered, getting a comprehensive set of sitgcthver all criteria becomes
trial and error. After picking the first site, basen a high score, for every
selection after that, each individual higher-sogsite needs to be examined to
see if it fills in a remaining criteria gap or néfiter a few selections, soon the
user is simply trying to find a site that fulfié®me criterion or other, and the
scoring system is no longer being used anyway!

» Inefficient: collecting only high scores can lead to spatiadBfficient solutions
in the end. Most times, a collection of good swdktake up less space (and cost)
than selecting the highest scores and then trariidj in gaps. This is why site
selection tools, such as:

0 Marxanhttp://www.ug.edu.au/marxaof
0 Zonation
http://www.helsinki.fi/bioscience/consplan/softwétenation/index.html
or
o0 othershttp://www.uqg.edu.au/ecology/index.html?page=101951
http://www.consnet.org/
address network-level solutions, producing seveffadient options.

* Uncertainty: it is difficult to include uncertainty in a simgkcoring system, but
in the ocean and especially in areas beyond natmsdiction, where our
knowledge is limited, what we don’t know may bdraportant as what we think
we do.

Overlay mapping

Prior to the advent of geographic information sysGIS) data and software, planners
would sometimes use clear plastic sheets overlaichaps to draw important features for
conservation. These clear plastic pages could led ph top of one another to find the

spot where they most often overlapped. This was,dledious work, and GIS was seen
as a great way to speed this up. However, as natareore GIS layers were overlaid,

seldom was much thought given as to why overlapfiegmany different features was

thought to be important. While some areas of opectan indeed represent good choices,
many will not. Consider figure 36, in which the tsvaepresent different EBSA criteria



being mapped. The arrow shows the area of highesiap. Is this the most valuable
EBSA? Probably not, for the reasons provided below.

Figure 36: a) overlapping mapped conservation features wahiirmaginary study area,
where the ovals represent five different possilB&E criteria; b) the same criteria
considered with regard to spatial uncertainty, wbgrthe lighter areas in the middle are
more certain and the darker areas towards the edgessent greater uncertainty. The

arrow shows the area of highest overlap, henceaeagieancertainty.
Source:

Issues with using overlapping GIS layers to idgritigh value areas:

» Overlaps miss core areadlt is the nature of overlaps that core areasodtam be
excluded, as illustrated in figures 36a and 36hs Biuation gets worse as more
and more layers are added. Presumably it is the apgas that are of greater
interest than their fringes, as these areas agfylth be the key habitat, the source
of young and larvae propagules to fringe areas,aadmore resistant to future
environmental change.

* Edges represent areas of greater uncertaintyThis is related to the problem
above and is a reflection of the fact that mostlagoal lines on maps are
somewhat arbitrary, in that there is some spatraertainty about where the
ecological feature exactly begins or ends. Theee good and poor mapping
practices to deal with this issue, but the factaims that the lines on maps are
less certain than the cores within them and malpdectransition zones between
core areas. In figure 36b, the dark purple aregsesent those of greater
uncertainty. As can be seen, this is exactly wtibee overlap method would
suggest protection! However, it is unlikely thahce this is understood, either
stakeholders or decision-makers would support ptioig a place where it is very
uncertain that the values actually exist.

* Overlaps are usually small and fragmented. Bually overlaps are too small and
incomplete to viably support the species or hafslah question. Unless you are
in the lucky situation where everything overlapsrgthing else exactly (in which
case you don’t need GIS!), all overlaps will be Bemdghan the given distributions
of the species and habitats being mapped. The feateres that are mapped, the




smaller and more fragmented the overlaps will bes lgenerally accepted that
small fragmented places are not good candidateprédection (unless the thing
they represent cannot be found anywhere else).

* Overlaps may not always be meaningfulls overlapping the range of a seabird
with a fish ecologically meaningful? Probably nomhless the seabird happens to
be likely to eat that fish. It makes more sensexamine overlaps of similar
guilds of species. Some overlaps might be worsa thaaningless; they could
even be bad. In highly biodiverse places, for eXammare species might be under
greater competition for habitat and food, and/@aggr threat of being eaten.

4. MCDM approaches

Having examined the weaknesses of some common agpms, we now turn our
attention to a selection of more promising appreach

Site selection / optimization tools

Sorting through more than five or six GIS layerscily gets complicated and beyond the
realm of intuition. Provided the data are availalplanning tools like Marxan, C-Plan,
and others can help (see section e, moduRdahning tool3. However, all of the caveats
around data (above) still apply. In many regionsesghquantitative data are scarce,
Marxan-like tools are inappropriate and if used|wdvour the few areas with
guantitative data (including “arbitrary” lines oraps). In these data-scarce situations it is
better to use discussions with locals and othereegp as well as ecologists and
biologists, to sort through multiple criteria prebis. It is our opinion that well-facilitated
discussions can do a better job of sorting thronngiitiple criteria than either simplistic
systems (like scoring) or poorly run software todlswever, when the data and technical
know-how are available, these tools are very pawerhd are recommended as part of
the preferred approach to dealing with multipléecia. There is still a need for experts
and stakeholders to check results and discussrmsptaspecially as there will be practical
considerations that cannot be included in thestvaoé tools. An effective way to use
these tools (as followed in rezoning the Great iBaiRReef) is to set initial expectations
concerning the possible size and extent of netwotktions, and subsequently to use the
tools to check revisions to network designs, ap@sed by stakeholders and experts,
against the agreed targets and objectives.

Use explicit methods for prioritisation

Even if tools like Marxan or ConsNétt{p://www.consnet.oryj/are used, there is often a
need to prioritize further, to narrow down the #afasle network options, and/or to
prioritise or schedule site-by-site actions. Pasthgsis software tools for this also exist
(e.g., MultCSync; http://uts.cc.utexas.edu/~consbio/Cons/ResNet)htidbwever, for
simple problems, these tools may not be worth teessary effort of setting up data and
files, etc. As with any software tool, multi-crii@itools have underlying assumptions that
can be hard to see.

If prioritization is required, users must be clabput how they are going to prioritize
sites, whether using software tools or not.



For example, they could be scored according toeralnility (threat of damage / loss)

and irreplaceability (if there are other sites likan the region). The same concerns
expressed above about scoring still apply; however, some considerations

(“dimensions”), this is usually acceptable. Thatisanlike common practice, scores of
independent measurs$fiould not be added togethdtather, they should be treated as
“orthogonal”, like in a right-angled triangle, wiedry the total value (the hypotenuse) is
the square-root of the sum of their squares the.,Euclidian distance). Indeed, authors
sometimes plot such dimensions as x and y axesgoapd, but then, paradoxically, add
them together as though they were not at rightesnigl one another.

If measures are similar to one another (i.e. ndhogonal), their average value
(arithmetic mean) can first be calculated to create aggregated orthogonal measure.
For example, human coastal population, shippinfficraolume, invasive species, and
pollution are all anthropogenic-related threats hwgpatial similarity and overlap
(correlation), and could probably be averaged imyneases to come up with a single
threat layer to be used in a prioritization exexcis

For the example above, the math would be: protegiimrity = (V + i%)°> where v and i
are standardised measures of vulnerability anglaoeability, respectively. Though they
may be initially derived using different scalesg flange of the v and i values should be
the same (e.g., 0-5), assuming equal weightinghodigh sometimes it is possible to
come up with more detailed and accurate assessmsntsareful to not misuse large
ranges, as these can overstate the accuracy ohttezlying data. In many cases, simpler
is better! Uncertainty is cruel to false accuraayd so it is better to be approximately
right than exactly wrong.

Vulnerability: a mix of threat and resilience

In a traditional risk assessment, two componergsraiitiplied together: 1) the damage
that could occur if the event occurred, and 2)littedihood that it will occur. Translating
these terms into an ecosystem approach, the dasmdgeermined by considering the
affected habitats and organisms within an ecosystashtheir resilience to the activity in
guestion. Considerations can include structurailitg, as well as life history
characteristics that reflect low resilience (daw reproductively). Threat can be
composed of the intensity of the occurrence mudithby the likelihood of its
occurrence. For example, some places are curreatlgieep to fish, and so the likelihood
of the occurrence is currently low. Such modelslmactome very sophisticated, taking
into account uncertainty, lack of data, and pldesnorst case scenarios (see, for
example, Smith et al. 2007).

5. How this might fit into a larger process



Figure 37 indicates one possibility of how multiteria considerations could fit within an
EBSA description process. This is hot meant to flesgiptive, but rather an illustration
to help visualise some of the possible considanatio

[) Nomination for

candidate EBSA

| Request further
information

-~

Periodic review of
CED criteria and

o Ess COnH ' global list

! | !
et

|
T

|
)

Figure 37: An example of possible steps in a multi-critdfBSA description process (courtesy
the Global Ocean Biodiversity Initiative (GOBI.oyghn the case of a regional process, steps 4
and 6 would be regional, rather than global.

Source:

6. Good practices in preparing for a MCDM process

This section is intended to provide an overviewsaie good practices in preparing for
MCDM analyses and processes.

Map areasthat are already recognized for their outstanding ecological values

Not all areas are alike, and the exceptional plaresalmost always already known.
Within these ecologically exceptional places mamBSE criteria will often be fully or
partially met. Usually these areas of multiple EBE&teria are also well-studied, and
hence scientific data exist to reinforce their sgte. However, even when the scientific
data are lacking, such places should still be gsemous consideration, based on local
expert knowledge.



Focus information gathering on featuresthat are of central relevance to ecosystemsin
that region

Note that we are not suggesting that all specidsabitats be mapped, or that even all
EBSAs be listed! That would not only be an impolestask, but it would take more time
and money than we can afford while the EBSAs suffierthis recommended initial
accounting, we suggest narrowing the search to damjogical features (species and
habitats mostly, but also ecological functions) thest define a given region. Once that is
done, attributes that would provide information EBBSAs related to those core features
can be collected and mapped. As noted above (sebtim this moduleThe role of
expert opiniof, local expert knowledge should be considered ali as scientific
knowledge, and the same standards should applyebndocal knowledge is attributed
and collected in a defensible and consistent mar®#en it is the locals who have a
more holistic view of their local ecosystems and batter identify key elements, rather
than the biologists who are often focussed onlyhair particular species of interest. In
this way, we know that the multiple EBSAs produceflect areas central to that region.
They are all likely to be important, and sortingotigh them becomes more an exercise
of prioritization and their regional contributiodigcussed below), than valuation.

Map EBSA criteriainformation as separate layers, not merged together

For many of the same reasons given under the digeusen scoring, above, merging GIS
layers of different features results in a lossnédiimation. In some cases this is justified,
but in many cases it is not, and it becomes veificdit to see what is being protected
and what is not. For example, if all of the spediest met the “uniqueness or rarity”
criterion were mapped into one big layer, it wobkimpossible to know whether more
than just one or two species would be protectesD#%o of that layer were protected,.
Imagine if a “rare” layer were then mapped withbgotliversity” layer—it would be very
difficult indeed to understand what was going dnsIbetter to keep ecological values
mapped separately and to allow software tools to thoough them later (as discussed
above).

Group like together, but keep unlike features apart

Pay attention to when different pieces of informatrelated to more than one EBSA
criterion should be considered together or notgéneral, if it is simply “fruit” you are
after, then EBSAs for apples and oranges can b@eaamgether, but not monkeys. Each
case is unique, but always ask yourself the samestigus: by combining the
information, what is gained? What is lost? If madost than gained, keep them apart.
So in our simplistic example, adding the monke\etaallows us to map all living things,
but now we can'’t tell the difference between ansnahd fruits. It is important to
document these decisions and the associated datthas future planning work can
consider and build on earlier results.

Map spatial uncertainty, if possible

While it is very difficult to take all uncertainBanto account, it is not so difficult to note
some of the more readily available factors, suchsa®mpling density and statistical
variance. This can be especially relevant if infayters were stitched together from
various disparate datasets. Although an absoluligevia difficult to determine, it is



usually possible to estimatelative confidencei.e., area A is considered to have more
uncertainty than area B. Simple relative confidesceres (e.g., 1=lower; 2=moderate;
3=higher) for each input layer can go a long wayaxls producing an overall relative

confidence layer that is helpful for planning. (Fexample, a 1-5 rating system was
developed to assess the reliability of fish idecdions gathered from historical surveys
and other data in Western Australian waters overcitmtinental slope (Williams et al.

1996.) Such a layer indicates the varying qualitg acale of the information. Ideally,

uncertainty should be reflected in the approactdcision-making from place to place,

with some areas having larger buffers (precautiagainst uncertainty than others,
wherethings are more certain.

Areas that may have appeared to have been impdrtgnthat have low confidence
scores will perhaps not appear as attractive towngles as areas with moderate
importance; but higher confidence scores; i.e., wiggven the opportunity, many

managers would prefer to base their decisions dhkwewn factors than uncertain ones.
Thus, an estimated confidence layer allows forepetbformed decisions and is a
valuable strategy to deal with maps and data oyingrscales. In light of this, it is

perhaps surprising that confidence layers are seldenerated and thus the GIS
techniques to generate them are still evolving.

Check for understanding

You can check your understanding by answeringdheviing questions, the answers for
which can be found in the text above:

1. Describe why scoring systems are not very effectren sorting out many
sites with more than one EBSA criterion.

2. Describe how sets of sites can work together tégheater than the sum of
their parts.’
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1(f) Systematic planning approach

Learning objectives

In this section you will learn about some of the ke elements in taking a systematic
planning approach.

As discussed in the previous section, multi-crégeroblems can become very complex
quite quickly. In order to fulfill multiple EBSA aeria for multiple species and habitats,
a single-site solution is most often not possiflee solution appropriate for a given
region will almost always involveollections of sitesThis section will examine the steps
that are typically required to arrive at solutighat contain such collections of candidate
sites and how these sites can becoeteorks

Box 5: Scientific guidance for selecting areas testablish a representative network
of marine protected areagexcerpted from CBD decision 1X/20 annex 2)

Required network properties and components:

1. EBSAs(with seven site-level criteria): Ecologically abilogically significant
areas are discrete areas that provide importavicsesrto one or more
species/populations of an ecosystem or to the starsyas a whole, compared to
other surrounding areas or areas of similar ecobbgharacteristics.

2. Representativity is captured in a network when it consists of arepsesenting
the different biogeographical subdivisions of aisaghat reasonably reflect the
full range of ecosystems, including the biotic dwadbitat diversity of that region.

3. Connectivity in the design of a network allows for linkages vefy protected
sites benefit from larval and/or species exchanged functional linkages from
other network sites. In a connected network indigicsites benefit one another.

4. Replication of ecological features* means that more than @eeshall contain
examples of a given feature in the given biogedgaarea.

5. Adequacy / viability: all sites within a network should have size armtgrtion
sufficient to ensure the ecological viability amtegrity of the feature(s)* for
which they were selected.

*Featuresmeans species, habitats and ecological procdsasesdturally occur in the
given biogeographic area.



The decision of whether or not to protect EBSAs MPAs? or not, this decision will
still involve multiple criteria at the site and netrk level. Fortunately, the guidance for
identifying networks of MPAs also applies more gatig to identifying collections of
any sorts of sites requiring enhanced managemehpratection, such as EBSAs. It is all
part of systematic conservation planning, which &aagowing literature and community
of practice. While details may vary, the followiredlements collectively define the
characteristics of SCP:

e Structured step-wise approach

» Developing goals, objectives, targets

* Determining existing gaps

* ldentifying (possible) conservation sites

» Selecting (possible) conservation networks /calbest
* Refining decisions with feedback, revision, reitena

Replacing the word “conservation”, in the fourtrddiith element, above, with “EBSA”

is justifiable in the context of CBD processes. é&titat these two elements focus on the
description of EBSAS, a task that should be seareated within a larger structured step-
wise approach. Without clear goals, objectives targets, information gathering and
EBSA description is likely to be unfocussed andhad, leading to confusion. Without
refinement and feedback, decisions are likely topberly suited for the realities of
maritime uses and the nuances of regional ecosgstéhere are several recommended
sets of planning steps, one of which was listedvalqgection aof module 1). Table 6
provides four examples. Note that they are allyfamilar and contain the above-listed
elements of SCP. As a last step, many also incladenonitoring and adaptive
management component, which, while not part of rulan per se, is certainly critical
once sites and protection have been established.

A fuller analysis of SCP steps has been undertéietine Pacific Marine Analysis and
Research  Association  (PacMARA.org) in  British  Cohiay Canada
(http://pacmara.org/wp-content/uploads/2011/02/M&HS Summary. pilf

Table 6:

Four examples of steps used in systematic conseneet planning

* MPAs are just one solution to managing EBSgection cof module 1); nonetheless, they are often an
appropriate solution, particularly in places wheapacity to implement other more management-intensi
solutions is limited. MPAs form an important paftioee CBD'’s programme of work on marine and coastal
biodiversity.



1 Compile data on the biodiversity
the planning region

2. ldentify conservation goals for th
planning region

3. Review existing conservation
areas

4. Select additional conservation
areas

5. Implement conservation actions

6. Maintain the required values of
conservation areas

(Margules & Pressey 2000)

of.. Identify stakeholders
2. Compile, assess, refine data (bio-physical, &
eS-E)
3. Identify biodiversity surrogates (indicators)
4. Establish conservation goals, objectives, tar
5. Review existing conservation network (gap
analysis)
6. Prioritize new areas for possible conservatiq
7. Assess persistence
8. Refine the possible networks
9. Examine feasibility using multi-criteria
analysis
10. Implement a conservation plan
11. Periodically reassess network

(Margules & Sarkar 2007)

ind

get

n

1. Identify and involve stakeholders
2. ldentify goals and objectives

3. Compile data

4. Establish conservation targets a
design principles

5. Review existing protected areas
and identify network gaps

6. Select new protected areas

7. Implement conservation action

8. Maintain and monitor protected
area network

(Possingham et al. 2008)

5 1. Identify and involve stakeholders and others
2. Compile ecological and socio-economic dats
3. Set network objectives for each bioregion

nd. Set specific conservation targets and apply
design principles
5. Review existing areas and existing propose
areas, and perform gap analysis
6. Identify jurisdictions to establish priority ae

7. Undertake site-specific planning and
implementation

8. Manage and monitor the MPA network

(Canada 2010)
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The CBD does not advocate any one particular sstegis in a planning process. The key
is simply to have such a set of steps agreed updg m the process. The CBD has,
however, provided some advice on the steps thatlezmh from describing EBSAS to
achieving networks of protected places (see boxS6)entific description of EBSAS
should be complemented with network-level consitleng, like representativity, in
which a biogeographic classification system canvee/ helpful (see step 2, box 5).
While a discussion of network design lies outsite $cope of this manual, it is good to
keep in mind that after an initial set of EBSAslescribed, the work is not over! Spatial
tools created for multicriteria analyses (discustedection (e) above) come into their

own in step 3.



Box 6: Four initial steps to be considered in the évelopment of representative
networks of marine protected areagCBD decision 1X/20, annex 3)

1. Scientific identification of an initial set of eogjically or biologically significant
areas.The criteria in annex | to decision 1X/20 shouldused, considering the
best scientific information available, and applythg precautionary approach.
This identification should focus on developing aitial set of sites already
recognized for their ecological values, with thelemrstanding that other sites
could be added as more information becomes availabl

2. Develop/choose a biogeographic, habitat, and/or mamity classification
systemThis system should reflect the scale of the apgtinaand address the key
ecological features within the area. This step arilfail a separation of at least
two realms — pelagic and benthic.

3. Drawing upon steps 1 and 2 above, iteratively usaitptive and/or quantitative
techniques to identify sites to include in a netwdheir selection for
consideration of enhanced management should reflectrecognised ecological
importance or vulnerability and address the requoénets of ecological coherence
through representativity, connectivity, and repiica.

4. Assess the adequacy and viability of the seledtesl €onsideration should be
given to their size, shape, boundaries, bufferamgl appropriateness of the site-
management regime.

Check for understanding

You can check your understanding by answeringdhewing questions, the answers for
which can be found in the text above:

1. How is a systematic approach different from an ad &pproach? What are
some of the key elements of a systematic approach?

2. How do the CBD EBSA site criteria fit within the ggested CBD planning
steps? When do network considerations come inig?pla
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MODULE 2
Objectives of this module:

This module will introduce the CBD repository foBEA scientific and technical

information, and information-sharing mechanism. Tbentents of the repository,
including available technical and scientific infation, support, tools and data will be
discussed. The user will also be shown how to wpioBrmation relating to EBSAs, and
to access information and experiences providedisrs.

This module will consist of the following sections:
2(a)Introduction to the user interface

2(b) Relative ranking of areas
2(c) Other relevant criteria

Convention on
Biological Diversity

Home Ecologically and Biologically Significant Areas Areas meetiﬁg EBSAs Scientific Criteria

Sharing Information about
Ecologically or Biologically

Significant Areas

Background

i Submit new information - EBSA Criteria
General Information =

EBSA Criteria =

Other Criteria . - . M-S
Ecologically or Biologically Significant Areas

Mapping and Spatial Data = 4 fidate s llowing CE

Plea e candidate site according to the following CBD EBSA criteria. (Roll mouse over each criterion's name for a
Supporting Information fi
Rights and Permissions St
Submit Information know Low | Medium: | High

.
# indicates required fields . Uniqueriansiar sty

2. Special importance for life history stages of species n

3. Importance for threatened, endangered or declining species
and/or habitats =

4 Vulnerability, Fragility, Sensitivity, or Slow recovery =

& Rinlnnical nonductivity s




2(a) Introduction to the user interface

Learning objectives

This section will introduce the EBSA user interfaceincluding the mapper and upload tools.
A brief overview of the CBD decisions leading to th development of this tool will also be
provided.

1. What is the web-based input tool?

The CBD’s web-based input tool and database haea beveloped to assist countries
and organizations to compile information and exg®es relevant to the identification of

EBSAs, allowing users to share data, informatioo)s and lessons learned. The web-
based tool also allows for the upload of informatielevant to the regional identification

of EBSAs.

Information uploaded to the repository will go thgh a thorough CBD quality assurance
process, which involves several steps. As parhisf workflow, uploaded content is not
publically available until it has gone through iaitCBD review procedures. Subsequent
reviews will occur at the regional level, as wedl lay the CBD’s Subsidiary Body on
Scientific, Technical and Technological Advice (SB®\) and the CBD Parties. As
information progresses through these quality cérdrad assurance stages, it can be
revised and improved.

The database and repository use technical stantfaatdsire well-recognized, open and
designed to allow for dynamic links to other datdsa as required. At the time of
writing, the prototype can link to the OBIS (Ocdaiogeographic Information System)
to load biodiversity indices and to search for damaspecies. Additional linkages and
features are anticipated.

The EBSA user interface with its associated repogi@énd mapping tool were developed
as a result of decisions made by the CBD Partiéisedtt eighth, ninth and fomeetings
in 2006, 2008 and 2010, respectively. In appendix this section, we briefly review the
history of this tool, which began with the develaarof another related tool, the IMap/
Ocean Data Viewer.

2. Using the CBD EBSA repository

The primary purpose of the CBD EBSA repositoryoistore information about potential
ecologically or biologically significant areas (EBS. At this stage the EBSA repository
is a place for adding, storing and modifying datd mformation. There is a sophisticated
workflow, security and permissions system thatvedldor varying degrees of access,



visibility, and editing. Information can be conuied at any time, without being made
available to the general public or even othermsiéenbers.

All information will undergo an initial review fospam and nonsense by the CBD
Secretariat to ensure that the submission is fegt® and potentially of interest. The
formal review process will begin in regional workgls. Eventually, the site could be
officially recognized by the CBD Conference of Regt(COP). The repository is a

central place for both collection and review, andrgually for distributing relevant and

approved information to the public.

The repository can hold many different types obiniation, but there are two main
types:

1. Submission reports; and
2. documents and data supporting description of &BS

The first type, submission reports, contains th®rmation about the seven EBSA
criteria (see p. xxx) and may contain supportinguwioents. Additional documents and
data submitted with the Submission will remain asged with the its report as it is
developed and reviewed.

Note that not all data and information will leadE&8SAs being described by the CBD
regional workshops; hence there will be much mafermation in the repository than
there will be officially endorse scientific desdrgn of EBSAS.

3. Navigating to the EBSA repository

The following instructions explain the basics ofwhto get around the CBD EBSA
repository website. They offer information abou thifferent pages, how to move from
section to section, and the various links provided.

Access to the CBD EBSA repository website is awdahrough a link on the CBD
website. (At the time of writing, it is a prototypand a public link is not yet available.)
Users can navigate through the site using the naemuss the top of the page. From the
top menu users can access the following links famywhere on the site:

* Home: Listing of the most recent updates to the EBSpd®dory

» Areas meeting EBSA Scientific Criteria Entry point to the heart of the
CBD EBSA repository. This is where users can atikes modify, and
review information about potential biologically anecologically
significant areas.

* Regional EBSAs Submitted reports organized according to geodcaph
region

* Events Information on upcoming and past events and wags relevant
to the CBD process for the description of EBSAS.



» EBSAs Areas recognized by the CBD (currently empty).

* How to: Provides links to additional information on usithg CBD EBSA
repository, creating an EBSA report, and workflomdavisibility
information.

[ 4 €BD Ecologically and Biologically Sign... | +

Log in |

Convention on
Biological Diversity Search Site 4 Search
[E] only in current section
Home Areas meeting EBSAs Scientific Criteria Regional EBSAs Events EBSAs How To

Sharing Information about

Ecologically or Biologically
Significant Areas

CBD Ecologically and Biologically Significant Areas

The repository of EBSAs ( Ecologically and Biologically Significant Areas ) of the Convention on Biological Diversity

(2 Areas meeting EBSAs Scientific Criteria — by admin — last modified Feb 03, 2011 10:34 AM

@ Reqgional EBSAs — by admin — last modified Feb 26, 2011 06:0% PM

(D Events — by admin — last modified Jan 20, 2011 02:47 PM
Site Events

[B EBSAS — by admin — last modified Feb 26, 2011 05:40 PM

(3 How To — by admin — last madified Feb 18, 2011 01:57 PM

Done

Figure 38 CBD EBSA RepositoryNote that the final site may be may appear slightly
different than these images taken from the prow}yp

4. Areas Meeting EBSAs Scientific Criteria page

The Areas Meeting EBSAs Scientific Criteria page is the entry point for adding,
saving, modifying, and reviewing all EBSA-relatatfarmation on the site. From this
page any user is able to view reports that have lsedmitted to the site and have
undergone initial review procedures. Submissioromspin draft form are not visible to
the general public. Users are able to browse throegorts in three different ways:
1. From the left-handNavigation, menu, which lists all submitted reports;
2. EBSA reports organized by the status of the paaeEBSA in the CBD review
process; and
3. By clicking on Regional EBSAsin the top menu bar to see the EBSA reports
organized by region.



||| = Areas meeting EBSAS Scientific Crite... | = | =

| Log in 4
Convention on
Biological Diversity Search Site A Search
[E] only in current section
| Home Areas meeting EBSAs Sdentific Criteria Regional EBSAs Fvents EBSAs How To

Sharing Information about
| Ecologically or Biologically

Significant Areas

DRAFT Website =& Submit new information Your EBSA infermatien will be private until you submit it for public display. Only its
| title and short description will appear in the list below.
| All information on this website is for Areas meeting EBSAs Saentific Criteria
testing and technical demol?stratmn Contact person: admin
only. No data has been reviewed or Created Jan 12, 2011 05:15 PM — Last modified Feb 03, 2011 10:34 AM
| endorsed by the CBD or other
organizations. Information EBSA reports endotsed by COP
categorized as endorsed or
reviewed is to show technical Areas of Importance for Juvenile Loggerhead Sea Turtles (Caretta caretta) — Contact person: admin — last —
capabilities only. Ne information on modified Feb 26, 2011 06:12 PM
this site is intended to show actual Areas of Importance for Caretta Caretta
| ecological or biological Sargqasso Sea — Contact person: admin — last modified Feb 26, 2011 06:09 PM
significance. Atlantic Ocean, only sea not surrounded by land
EBSA reports recommended by SBSTTA
Navigation

A Spot in the South Atlantic — Centact person: admin — last modified Feb 26, 2011 06:16 PM
Test data for a spot in the Atlantic

isreas meeting EBSAs Sdentific Criteria

EBSA reports produced by regional workshops

The Saya de Malha Banks — Contact person: , — last modified Feb 26, 2011 06:18 PM
rtance to the Antipodean The Saya de Malha Banks are the largest submerged banks in the world containing a unique seagrass
in The Tasman 5e5 bictope in the open ocean. Due to their remoteness, the Saya de Malha Banks are host to some of the
Resan e Troatanes B e least explored shallow tropical marine ecosystems globally, completely detached from land boundaries, -

Done

Figure 39: Areas Meeting EBSAs Scientific Criteriapage

5. Creating a login account

A login account is needed to submit informationg&est an account by clickirgubmit
new information in the pink box on thé\reas Meeting EBSAs Scientific Criteria
page. A pop-up box will appear advising users tih@ty need to log in to submit
information. New users will be taken to a simplgistration page (fig. 40). Once a user
completes the form (the blanks with the little lgakes next to them are required) and
clicks Register, an email will be sent to the address providedngduregistration. Follow
the link in the email to reach a page where youds®nge your password and complete
the registration process.



2 CBD Ecologically and Biologically Sign... | +

Convention on
Biological Diversity Search Site A Search
[l only in current section

Home Areas meeting EBSAs Scientific Criteria Regional EBSAs Events EBSAs How To

Sharing Information about
Ecologically or Biologically

Significant Areas

Registration Form

Full Name
Enter full name, e.g. John Smith.

x Find: Next Previous & Highlight all [7] Match case

Figure 40: Registration form

Users who already have login names and passwordaazess théog in page from the
top right of any page on the website. Once loggedisers can log out of the site at any
time by clickinglog out at the top right of any page within the website.

6. Creating a new submission

The process of contributing to the site begins viiitiating a new EBSA submission
report. Supporting documents are not required . filndeed, the only required
information is a description of the area'’s sigifice, a measure of its relative relevance
to the EBSA criteria, and its geographic locati8apporting images, articles, geographic
information system files, and datasets can be atided

Users who have logged in can access the EBSA repovey pages by clicking on
Submit New Information in the pink box under the fish banner at the tbthe Areas
Meeting EBSAs Scientific Criteria page. At first, the user will be taken to tBabmit
New Information — Background page, which contains information on CBD EBSA
criteria and how the CBD repository online subnaesiool came to be. From this page,
users also can find links to more information oa @BD criteria (enter url), examples of
how the CBD criteria have been applied (enter arhg can access the learning manuals
and modules (enter url). Users can submit commeants concerns on the online
submission tool at the bottom of the page by atigkon the highlighted word$his
website’s Contact formor by going to this link (enter url).



« [~]— CBD Ecologically and Biologicall...| +

Convention on
Biological Diversity Search Site arc
[E] only in current section

Home Areas meeting EBSAs Sdentific Criteria Regional EBSAs News Events EBSAs

Sharing Information about

Ecologically or Biologically
Significant Areas

Background ~ . .
. Submit new information - Background
General Information =

EBSA Criteria »

Other Criteria = z 7

Identify EBSAs in the World's Oceans

Mapping and Spatial Data This on-line submission tool, part of the CBD EBSA Repository, is provided by the Secretariat of the Convention

Supporting Information on Biological Diversity (SCBD) to assist Parties, other Governments and competent organizations in submitting

It g scientific and technical information and experience related to the application of the scientific criteria on the

Rights and Permissions £ 2 E 2 AR 2 L
identification of ecologically or biclogically significant areas (EBSAs). Reports containing scientific information

Submit Information regarding areas that meet EBSA criteria (annex I to decision 1%/20,) can be prepared through the organization
of a series of regional workshops, either based on expert: opinion and/or scentific analysis.

s indicates required fields
The Conference of the Parties to the Convention on Biolagical Diversity, in its 2008 decision (1X/20), adopted a

set of seven scientific criteria (annex [ to decision 1X/20) to identify EBSAs in need of protection in open-ocean
waters and deep-sea habitats:

= Rare: Unigueness or rarity
= Life History: Special importance for life history of species
= Endangered: Importance for threatened, endangered or declining species and/or habitats

= Fragile: Vulnerability, fragility, sensitivity, slow recovery d

Ifigure 41: Background page.

T ] C

Once users are within the survey part of the wep#iey will be able to navigate within
the survey using the menu on the left-hand side.

An EBSA submission report has the following subsest Once you've filled out the
General Information andEBSA Criteria, you can save the report for later editing. You
can also click between each subsection withouh¢pgihat you've added.

* General Information (required): The name, ocean basin and generatigeso
of the site.

» EBSA Ciriteria (required: A simple questionnaire ranking the site’s sigrafice
in relation to the EBSA criteria.

* Other Criteria (optional): A similar questionnaire that has othen-CBD
criteria which may also be used.

* Mapping and Spatial Data (optional, but highly recommended): an interactive
tool for identifying the area geographically.

* Supporting Information (optional): tools to upload supporting PDFs,
spreadsheets, and other files.

* Rights and Permissiongoptional): for storing contact information and aiéhg
contributors to the report.



7. Procedures for creating a new EBSA report — seicin by section

General Information (required)

General Information is one of the two sections authors must fill oubrder to save a
draft report. Authors are asked to designate wheiheaot the information is test data or
an actual submission and provide a name for anfube dgescription of the site, which
will appear in the list of submissions. On the gahenformation page, authors can also
select the oceanic region(s) to which the site o whether or not the area is in
international waters or crosses into an exclusas@emic zone (EEZ). A space is also
provided where authors can explain in general tevimgthey are selecting the area.

- CBD Ecologically and Biologicall...| -

Background ) _ ) _
Submit new information - General Information

General Information =
EBSA Criteria m

Other Criteria Beta-Testing Mode: are you submitting a legitimate response [actual submission] or are you entering
data for testing?

Mapping and Spatial Data

Test data will t be utilized in any analyses, but can be useful to explore repository featuresand learn how to use it. You
Supporting Information can remove the test data designation later, if you choose to submit this as an actual report
Test data

Rights and Permissions
Actual submission
Submit Information

Site Name (or suggested name) =
n indicates required fields |

Short Description =
This will appear in lists of candidate EBSAs. (20 words or less)

Oceanic region (check one, unless site straddles multiple regions)

Arctic Ocean

North Atlantic

South Atlantic

North Pacific

South Pacific

Mediterranean

Indian Ocean

Southern Ocean

Does this area cross into an EEZ {Exclusive Economic Zone)?
Yes
No
Don't know

In general terms, please explain why you are selecting this area.

B I =

i
i
Ll
[

iE = = @ & & wm Normal paragraph - o

Figure 42: General Information. Note that red squares denote required fields.

Note that:

- Users can identify a submission as "test data"dodme familiar with using the
system. No one will take further action on a submoirsin this state. (Though you
can subsequently change a test submission to ssudathission.)

- The main text area will allow you to embed imageseoyou've saved the whole
report, but only accepts text initially.

EBSA Criteria_(required)

In this section, authors are asked to rate the mgiom according to the seven EBSA
criteria. Users can scroll the cursor over eacteon to see a pop up of the relevant
definitions. (More information on EBSA criteria,elin application, and guidance on the
rating system can be found on the CBD website, @ iw the previous sections of this
manual.)




To help address some of the EBSA questions, theractive mapping tool on the
Mapping and Spatial Data page can help users explore the biological ditsersnd
presence of species in a given area (more infoomatn the interactive mapping tool in
the Mapping and Spatial Datapage below.

— CBD Ecologically and Biologicall...|
Aome Areas Meeuny EBSAS SUenunc Crlerd KEYIUITdI EBSAS NEWS EVETIS EBSAS Aov

Sharing Information about

Ecologically or Biologically
Significant Areas

Background
General Information =
EBSA Criteria »

Other Criteria

Mapping and Spatial Data

Supporting Information

Rights and P i T
AL 0C RO Donit know | Low | Some | High

Submit Information

1. Uniqueness or rarity =

= indicates required fields
2. Special importance for life history stages of species =

3. Importance for threatened, endangered or declining species
and/or habitats =

4 Vulnerability, Fragility, Sensithity, or Slow recovery =
5. Biological productivity =
6. Biological diversity =

7. Naturalness m

Figure 43 EBSA Criteria page. Note that the red squares denote requigkels fi

Note on saving your report: Once an author has detegd theGeneral Information and
EBSA Criteria sections, a report can be saved in draft formlimking the save button at
the bottom right of the page. If a user tries toesa draft of their report prior to having
filled out all of the required information, an errmessage will pop up advising the user
of the missing parts.

Other Criteria

Authors can also rate the candidate site accordinghe following other criteria:
Dependency, representativeness, biogeographic termpm, structural complexity,
natural beauty, Earth’s geological history. Defomt are included for each criterion. In
some cases authors might like to apply a natigegipnal, or international criterion that
is not listed in either thEBSA Criteria list or theOther Criteria list. There is a final
“freeform” criteria where an additional criterioart be described and rated.




— CBD Ecolagically and Biclogicall...| = |

Background 3 . B o
. Submit new information - Other Criteria
General Information =

EBSA Criteria =

Other Criteria " . . . . - " e
Sharing experiences and information to other inter criteria

Mapping and Spatial Data (optional)

Supporting Information You may also andidate

Rights and Permissions T T T T
2 Don't know | Low | Some | High

Submit Information
Dependency A

= indicates required fields

Representativeness Ar area tha

Biogeographic importance:

Structural complexity An area that is characterize
Natural Beauty An ares it

Earth's geological history An are e
m !

Med 1§ Previous & Highlightall [£] Match case
d.marineaeo.net/c factor 011-02-27 3037471171 /243 bsa criteria

Figure 44 Other Criteria page

Mapping and Spatial Data

In this subsection, authors are asked to providppmng and spatial information about

their area. At the top of the page a text box iBviged where authors can provide a
written description of the site, including latitubagitude coordinates, if available. If a

user has exact coordinates, exact latitude andtialegycan be entered after creating a
rough shape on the map.
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|—CBD. ically and

Background

Submit new information - Mapping and Spatial Data

General Information =
EBSA Criteria »

Other Criteria Site Location
P ritten d

Mapping and Spatial Data

Supporting Information d Spatial Data,

Rights and Permissions

Submit Information

 indicates required fields

Draw the area that meets scientific criteria of EBSAs on the map below.

Please use this mapping tool ta indicate the general location of your candidate EBSA. If you also provide
latitude-longitude coordinates (above) or GIS files (below),these will be considered to be more accurate.
However, we ask that you draw the site here so that we can double-check that the location data are correct.
Draw a polygon to represent the general area; lines to represent boundaries, breaks, or other borders; and
points to represent specific small sites. Please refrain from drawing multiple shapes unless the candidate EBSA
is actually a related group of separate sites. Please label your shapes with titles and descriptions.

Use the drawing tools below to create
custom map shapes

My Shapes «

Figure 45. Mapping and Spatial Datpage (top part).



Below the text box described above, users are ptedevith an interactive map editor.
We strongly encourage users to draw a rough sk#ttite area using the tools providing
in the interactive map editor.

Use the drawing tools below to create
custom map shapes

My Shapes

Lon: -117.338 58248
Map Overlays -

Ocean Biogeographic Information System (0BIS)
Resolution: 1 degree

[] 0BIS Diversity Index: ES(50) x
[ Spedies Distribution: | Enter taxon name

[7] 200 nautical mile boundaries

Figure 46: Interactive Mappng tool (bottom part Bfapping and Spatial Datapage).

If this is a new submission, it will initially disgy a blank world map. If this is an
existing submission with user-drawn map data, tae mill show all previously drawn
shapes. This map will display any areas demardatdle user while creating and
editing the shape. (Note: Only spatial data draythe user via the map-editing
interface will appear here. Spatial data files siteah via the file upload tool are saved
but not mapped. More information on uploading spatata files is provided below.)

The map will display any points, lines, or polygatrawn by the submitters. Clicking on
a shape will pop up a window with the name and rietsan of the feature. Navigating
the map is done by clicking and dragging on the orapsing the map control overlays
on the left side of the map window.

To add a new shape to the map, click on one ofridye editing tool buttons along the
upper left edge of the map. You will see instras for each tool as you move your
mouse over the icons.
* The hand toolis activated by default and is used for normal mayigation. It
does not create map features.
* The polygon toolallows users to draw filled shapes on the map.
0 After selecting the polygon tool button, the tgolty the mouse cursor
will present the user with step-by-step instructioi€lick once on the map
to set the first vertex of the polygon, then coméirto click to add



additional vertices. When finished adding poidisuble clicking will add
a vertex and connect it to the first vertex, endhgyedit session. The
same can be accomplished by clicking on the fiestex directly.

* The line tool allows users to draw lines on the map.

o Drawing a line is almost identical to drawing aymun except that the
line does not need to return to the first vert@&n-screen instructions are
provided during the process.

* The point tool allows users to draw place markers on the maps.

0 After selecting the point tool, clicking anywhene the map will drop the

place marker.

Once a shape of any type has been drawn, the ulsbevasked to provide a name and
description for the shape. An entry will also bewn in theMy Shapesilist to the left of
the map. Clicking on the entry in the list or kliog on the shape on the map will pop up
the name and description window.

Clicking on the red “x” next to the shape entry in tMy Shapeslist will delete the
shape from the map.

Clicking on the “+” button to the left of the shape entry in the My Shapsiswill show
all of the longitude/latitude coordinates of thajsé vertices. These vertices can be
deleted individually or edited manually by clicking the coordinates.

Below the map pane are optional map layers thabeasverlaid along with the user-
defined EBSA shapes. Checking the box for the Ey2&r displays marine areas within
200 nautical miles of shore. Checking the boxier OBIS Diversity Index will display
a global overlay of the biodiversity index seleciedhe dropdown menu. There are two
layers that query data directly from the Ocean Baggaphic Information System
(iobis.org). To view the distribution of obsenats of a particular taxon or taxa
grouping, check the box for species distributiod #ren begin typing the taxon name
(e.g., genus and species, genus, family). As ype,ta list of matching taxa will be
displayed. Select the taxon of interest to viesadistribution on the map. Only one
OBIS layer can be viewed at one time.



Use the drawing tools below to create
custom map shapes

My Shapes

il

Lat: -59.519

Lon: §1.078
Map Overlays
Ocean Biogeographic Information System (0BIS)

Resolution: 1 degree
[V OBIS Diversity Index: Sh: ersity Index ~

[7] Species Distribution: | £

] 200 nautical mile boundaries

Figure 47: Interactive mappming tool with OBIS Diversity Ind&yer turned on
(Shannon-Wiener Diversity Index).

Uploading spatial data

While creating a new submission report or editinggaisting one, users have the ability
to provide spatial data to help define the aredilefuploading tool allows for multiple
spatial data files in any format to be uploadeghlodded files are then associated with
the submission. These uploaded files are not otiyrenterpreted by the EBSA web
application and are not viewable on a map on thesite

Supporting Information

If users have other datasets, related documenisedia they would like to submit
relevant to the areas that meet scientific critti@dBSAs or other criteria (optional),
they are welcome to submit any scientific and tedirsupporting information in the
form of publications, maps, and relevant data peteltAdditionally, photographs and
audio/visual media can further clarify the desaoiptof such areas. The tools embedded
in theSupporting Information page can also be used to submit supporting
documentation and media, providing references wtieng are known and uploading
data and media files if they are in the public doma
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Background

General Information =
EBSA Criteria m

Other Criteria

Mapping and Spatial Data
Supporting Information
Rights and Permissions

Submit Information

= indicates required fields

Submit new information - Supporting Information

Do you have other datasets, related documents, or media you'd like to submit relevant to the areas that meet
sdientific criteria for EBSAs or other criteria (optional)? Submission of any scientific and technical supporting
information in the form of publications, maps, and relevant data products are welcome. Additionally,
phatagraphs and audio/visual media can further dlarify the description of such areas. Please use the tools
below to submit supporting documentation and media, providing references where they are known and
uploading data and media files if they are in the public domain. Please use the tools below to submit
supporting documentation and madia, providing references whara they are known and uploading data and
media files if they are in the public domain.

Relevant Documents and Publications

= Item Name |
Item Type = @ Link Text Reference
URL T
Description / Reference

Delete
= Add Another Document

Relevant Datasets
Upload or describe fi

= Ttem Name |

Ttem Type = @ Link @) TextReference
URL [

Description / Reference

Figure 48 Supporting Information page.

Rights and Permissions

Users are asked to provide contact informatiornHercontributors to the report in this
subsection. If the author would like to submit mi@ation regarding copyrights
statements or other rights information a text tsoprovided. Users also are asked to read

and acknowledge that

- by submitting this information, it will appear amig CBD website and may
be shared with Parties and other relevant competgahizations, unless
separate arrangements are made with the Secretaniht

- give permission to publish the information in CBObfications.

Tick boxes are provided.
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Background

General Information =
EBSA Criteria =

Other Criteria

Mapping and Spatial Data
Supporting Information
Rights and Permissions

Submit Information

Submit new information - Rights and Permissions

Contact Person

This informati s copied from your site membership information, but yeu can edit it here

- Name |
Affiliation |

Contributors.

The nam

people that have o ontributor should be o

this item, Each

= Name [

= indicates required fields e
Affiliation | Delete

» Add a Contributor

Rights

Copyright statement or other rights

[ 1 understand that by submitting this information, it will appear on this CBD website and may be shared
with Parties and other relevant competent organizations, unless separate arrangements are made with
the Secretariat.

[¥] 1 give permission to publish this information in CBD publications.

Change note
Enter 2 comment that d

wEPrevious Section wENext Section wf Save || * Cancel

one

Figure 49: Rights and Permissiongage

Submit Information

When users are ready to submit their informatibaytcan press the save button on the
Submit Information page and carefully review tl®ummary page. When they are
happy with theSummary page, they can click tigubmit to Workshopsbutton at the
top of the summary page.

Convention on
Biological Diversity Search Site

[Fl only in cur
Home Areas meetin(! EBSAs Sdentific Criteria Regional EBSAs News Events

Sharing Information about
Ecologically or Biologically

Significant Areas

Background - " - = -
3 Submit new information - Submit Information
General Information =

EBSA Criteria m

Other Criteria

. . Thank you for taking the time to respond to this survey.
Mapping and Spatial Data Vol TasponsE ts Vi mmpoitan Shd will b Used te Haly Darties, oiher Goveimm snts ahd dompatans
organizations apply the CBD scientific criteria for identifying ecologically or biologically significant areas in the
open-ocean waters and deep-sea habitats.

Supporting Information

Rights and Permissions
S ——— To submit your information, click ‘Save' below and carefully review the Summary page. When you're happy with
it, click the 'Submit to workshops' button at the top of the Summary page.
= indicates required fields

Change note

Enter a comment that describes tf

nges you made

wEPrevious Section Next Section w8 Save || ¥ Cance

Figure 50: Submit Information page.



8. Workflow and Visibility of information

The web-based repository and information tool igropo all users, and anyone may
register to make a submission. However, log-on sewlirity measures have been put in
place to ensure that submissions are not tampeitbd and that they flow through the
approved CBD work processes.

New data in the repository begin in a private stdihile in draft state, before a
submission is submitted, the information is onlyaitable to the user making the
submission. If the submission is held in draftestainly the title of the report is visible to
site members. To share the full content of the mepbe author may publish their
submission internally, before formally submittif@nce, submitted, the information will
flow through the CBD quality control and assurapececess, beginning with an initial
‘spam and nonsense’ review. Subsequent reviewoedlr at the regional level, as well
as by the CBD’s Subsidiary Body on Scientific, Tieical and Technological Advice
(SBSTTA) and the CBD Parties. As information prages through these quality control
and assurance stages, it can be revised and intprove

[+ History

Tment

Figure 51 History icon.

The history of a Submission can be tracked neabtitiom of the page. Clicking on the
[+] icon will reveal the site member who advancled Eubmission and the time at which
its state changed.

=l History

Submit to CBD 5ecretariat for final COP Review by CBD Secretariat Person on Feb 28, 2011 07:37 AM
Submit to SB5TTA for Review by CBED Secretariat Person on Feb 2B, 2011 07:37 AM

Submit to Regional Workshops for Review by CBD Secretariat Person on Feb 28, 2011 07:36 AM

Publish internally by SBSTTA Reviewer Person on Feb 28, 2011 07:36 AM

Send this — Print this

= Are we ready to endorse this?
Posted by CBD Secretariat Person at Feb 28, 2011 07:37 AM
This has moved through nearly all the stages

Figure 52 SampleHistory view



Comments can be attached to a submission and app#ae bottom.. The visibility of
the comments follows the visibility of the submassi

The site administrator can bypass the visibility#ibility of the workflow and correct an
item’s position in the workflow if the item is caarized incorrectly. Administrators can
remove comments, as can the owner of a comment.

Check for understanding

You can check your understanding by answering theollowing questions, the
answers for which can be found in the text above:

1. What are the required steps to submit information @out an EBSA to the CBD
repository?

2. What are the quality control and assurance stagesof submitted information?
When is information made public?



2(b) Relative ranking of areas
Learning objectives

In this section you will learn about some of the wgs to consider the relative ranking
(low — high) of sites based on the EBSA criteria.

The [EBSA] criteria function to rank areas in terno§ their priority for
protection, and not as an absolute “significantet significant” choice. As such,
an application of absolute thresholds for mostentd is inappropriate.

—Report of the CBD expert workshop on ecologicdéda and biogeographic classification
systems for marine areas in need of protectionq200NEP/CBD/EW-BCS&IMA/1/2,
http://www.cbd.int/doc/?meeting=EWBCSIMA-01).

In this section we will discuss why the EBSA crideshould be seen aslative and
strategies for determining their ranking when usheyCBD EBSA repository tool.

All of the EBSA criteria (except for uniqueness)k arelative measures, i.e., they
comparatively order places that are more “signifitahan surrounding areas based on
the ecologicarole played by the area within the larger regioremhan evaluation of
EBSAs is occurring. The properties of marine ectesys vary widely from region to
region, so global absolute thresholds (i.e., meamsant “X” must exceed “a” units) are
not appropriate. Instead, the evaluation processt metermine relative importance of
specific features or places in a given ecologiegian on each of the criteria. In the best
cases, ecological knowledge of the area can be tasesdtablish and justify a particular
threshold value above which any area would quagyan EBSA on the given criterion.
This is the ideal approach, but also the most deimgnof both data and ecological
knowledge of an area.

The CBD repository tool requires the user to inpfdrmation to rank the area/feature in
guestion for each of the seven EBSA criteria (bi4). The user is given a choice ranging
from low (1) to very high (5). There is also anioptto indicate “Don’t know”. For an
area to be seriously considered as an EBSA, kpe@ed that it should rate highly on at
least one criterion. That said, it can be diffidoltknow how to do this ranking. While it
is inherently subjective, there are quantitativdhteques that can help inform and defend
ranking decisions.
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Figure 54: CBD EBSA repository tool.

1. Strategies to determine relative rankings

Most strategies will require comparing the placaitiee in question to others in the same
bioregion. If the feature is dominated by a sifgBSA criterion (e.g., special importance
for life history stages of species, such as a spaywsite), then it makes sense to compare
it to other known sites of that type. However hiéte are secondary characteristics (e.g. a
spawning site with significant biodiversity alst)en the comparison for that secondary
characteristic should focus on other places thatkaown for that criterion (e.g. other
areas of biodiversity) in the region. If no relevatata exist, comparisons can be
subjective based on local expert opinion. It igdrethowever, if corroborating evidence
can be produced, such as fisheries catch datastorical accounts. Using the expert
opinion approach, a good place to begin is to agvealfew regional benchmarks of well-
known places that illustrate a range of possib#itirom low to moderate (‘average’) to
high. Once these benchmarks are established, thisneasier to place the feature in
guestion into this continuum.

Sometimes there may be enough directly relevara ttatmap the pattern of how a
biological feature varies with regard to a singliable, such as abundance, across a
region. In these fortunate cases, patterns in Wiadable data may help inform how to
rank a feature in the context of other like feasure a region (i.e., above or below an
average—moderate—ranking). With comprehensive dasime data, two general
approaches can be used to investigate such patterns



Identify natural break point(s) in the data: The underlying assumption of this
approach is that with some types of data, excegtif@atures will naturally stand
out from all others. This approach works well wildta that have multiple modes
or clusters, such as infrequel
dense concentrations of featur

that usually are thinly distributed

Histograms of frequency (fig. 55 ol u
will bring out this nature of the dat: > ] et i
when present. Analytical method & e
applied to such data can use tl E “7 \ )\I e |
cumulative frequency distributior . j A
rather than histograms, althouc N “Lq(‘;[pﬁ ' '
both methods of presentatio < W B @ =
display the same patterns in dat Temperature (°C)

“Steps” that appear in the

cumulative frequency distributior Figure 55 An example of a histogram showing two
show how the data are clustere clusters of values and the optimal threshol.) ???
into groups that are similar on the feature ofriege Many statistical techniques
can be applied to make steps appear larger or esmeatid to isolate the steps
(places) at the high and low ends of the distrdutiWhen applying these
techniques, however, it is necessary to avoid larty and confirmatory bias by
making differences in the data look larger thanythmeally are. Ecological
knowledge is still necessary to interpret the egiolal or biological significance
of the various steps, and (when one is neededjyj@sthreshold value — that is,
the value above (or below) which areas are corsibesignificant. If such
knowledge is weak, arbitrary choices can be madmitathe use of a threshold
value (e.g., exhibiting certain relevant charasters found in fewer than half of
such sites in the region). However, it is ofterfisignt to first relatively order the
sites amongst themselves, and then to use thisveelardering as input to the
dialogue on how the ecological or biological sigrahce varies among areas, and
if a cut-off threshold is required.

Select a cut-off based on standard deviation#f the data about the occurrence
of the ecological feature of interest are smootth eontinuous, then analyses of
their frequency distribution will not reveal anysdontinuities or steps. In such
cases, the sites at the high (or low for the raciiyerion) end of the smooth

distribution would warrant a higher relative rarkithan those closer to the
centre. There is a long statistical history of ¢desng cases more than two
standard deviations from the mean to be significamd such an arbitrary rule can
be applied to identify a threshold above or belolwch sites might be considered
significant. However, it is important to note that this statistical convention,



significance has traditionally had a different miegrfrom that of biologically or
ecologicallysignificant. The assumption that a feature that is statisyiaatusual
(“significant”) in its class is also biologicallygnificant may or may not be true,
though it does suggest that further investigatien warranted.In many
circumstances, it may be best to transform datdhabit better approximates a
normal distribution, before this method can be igpl

All methods, be they qualitative or quantitativepsld be clearly documented so that
these decisions can be explained/defended, ansexg\if necessary, as new information
comes available.

Check for understanding

You can check your understanding by answeringdheviing questions, the answers for
which can be found in the text above:

1. Is there a fixed rule for determining when somegtisiecologically or
biologically significant? Explain.

2. How might relative ranking in one region differ findthat in another region?
Choose at least one EBSA criterion to illustrater leese could be ranked
differently in different regions.

Comstock [ Thinkstock




2(c) Other relevant criteria

Learning objectives

In this section you will learn about other criteria for selecting marine sites for
enhanced management and protection. In particular,we will discuss other
international criteria (such as those adopted by tb FAO and IMO) and compare
them to the CBD EBSA criteria. We also look at reginal and national site selection
criteria.

1. International criteria

In addition to the CBD, other international andioegl processes have adopted criteria
for selecting areas of the ocean for enhanced neamaigt or conservation. They include
the FAO criteria for the identification of vulnetabmarine ecosystems (VMESs) and the
IMO criteria for selecting particularly sensitiveasareas (PSSAs). Though designed for
specific human activities (fishing and shippingspectively), these criteria systems
largely overlap the EBSA criteria. The CBD web-lzhggut tool allows for the optional
input of information and experiences related toeottriteria, as appropriate, as well as
the CBD EBSA criteria.

The FAOQ criteria for the identification of VMEs airgended to prevent negative impacts
from deep-sea fishing activities on vulnerable tabiand ecosystems on the sea floor.
Species groups, communities or habitats that asidyedamaged and take a long time to
recover are considered vulnerable to bottom-fislaiclyities. According to the FAO, the
vulnerability of an ecosystem is related to theneudbility of its constituent populations,
communities or habitats. Features of an ecosystay e physically vulnerabld(i.e.,
structural elements of the ecosystem may be danthgedgh direct contact with fishing
gear) orfunctionally vulnerable(i.e., selective removal of a species may change th
manner in which the ecosystem functions). The nvasterable ecosystems are those
that are both easily disturbed and slow to recokzensystem components identified as
particularly vulnerable include, for example, speftipminated communities, cold-water
corals, and seep communities. These are often iasstc with topographical,
hydrophysical or geological features such as sumamtl flanks of seamounts, or in the
case of cold seeps, the margins of continental/ekel

The IMO PSSA designation can be used to proteerea from damage by international
maritime activities. According to the IMO, an ain be designated a PSSA if it fulfills
a number of criteria, including: ecological critgrisuch as uniqueness or rarity of the
ecosystem, diversity of the ecosystem or vulneitgtio degradation by natural events or



human activities; social, cultural and economitecid, such as significance of the area
for recreation or tourism; and scientific and ediarwl criteria, such as biological
research or historical value. When an area is ajgoras a PSSA, specific measures can
be used to control the maritime activities in tlaka, such as routing measures,
application of MARPOL discharge and equipment regmuents for ships, such as oll
tankers; and installation of vessel traffic ser(\¢&S) devices.

Table xx summarizes the criteria systems and rhis$ the overlap amongst them.

Table 7: Comparison of CBD, FAO and IMO criteriast®ms

Type of
criteria

CBD EBSA

FAO VME

IMO PSSA

Unigueness or
rarity

Uniqueness or rarity— Area
contains either: (i) unique (“the
only one of its kind"), rare
(“occurs only in few locations”)
or endemic species, populatior
or communities, and/or (ii)
unique, rare or distinct, habitat
or ecosystems; and/or (iii)
unique or unusual
geomorphological or

oceanographic features

Uniqueness or rarity— An
area or ecosystem that is
unique or that contains rare
species whose loss could not
scompensated for by similar
areas or ecosystems. These
5 include: habitats that contain
endemic species; habitats of
rare, threatened or endangere
species that occur only in
discrete areas; or nurseries or|
discrete feeding, breeding, or
spawning areas.

Uniqueness or rarity —
An area or ecosystem is
unique if it is “the only
pe@ne of its kind”. Habitats
of rare, threatened, or
endangered species that
occur only in one area are
an example. An area or
decosystem is rare if it only
occurs in a few locations
or has been seriously
depleted across its range
(...) Nurseries or certain
feeding, breeding, or
spawning areas may also
be rare or unigue.

h

Special
importance for
life history
stages of

species

Special importance for life
history stages of species
Areas that are required for a
population to survive and thrive
(...) Areas containing: (i)
breeding grounds, spawning
areas, nursery areas, juvenile
habitat or other areas importan
for life history stages of specie
or (ii) habitats of migratory
species (feeding, wintering or
resting areas, breeding,
moulting, migratory routes).

Functional significance of the
habitat — Discrete areas or
habitats that are necessary fo
.the survival, function,
spawning/reproduction or
recovery of fish stocks,
particular life history stages
t (e.g. nursery grounds or rearin
5;areas), or of rare, threatened
endangered marine species.

Spawning or breeding
grounds— An area that
may be a critical
spawning or breeding
ground or nursery area fo
marine species which mal

geycle elsewhere, or is
rrecognized as migratory
routes for fish, reptiles,
birds, mammals, or
invertebrates.

spend the rest of their lifet

<

Importance to
threatened or

Importance for threatened,
endangered or declining
species and/or habitats- Area

Functional significance of the
habitat — Discrete areas or
habitats that are necessary for

Critical habitat — A sea
area that may be essentia
for the survival, function,

il

enda_ngered containing habitat for the the survival, function, or recovery of fish stocks
Species survival and recovery of spawning/reproduction or or rare or endangered
endangered, threatened, recovery of fish stocks, marine species, or for the
declining species or area with | particular life history stages support of large marine
significant assemblages of such (e.g. nursery grounds or rearingecosystems.
species. areas), or of rare, threatened or
endangered marine species.
Vulnerability, Vulnerability, fragility, Fragility — An ecosystem that | Fragility — An area that is
Fragility, sensitivity, or slow recovery— | is highly susceptible to highly susceptible to

sensitivity, or

Areas that contain a relatively

degradation by anthropogenic

high proportion of sensitive

degradation by natural

activities.

events or by the activities




slow habitats, biotopes or species that.ife -history traits of of people. (...)

recovery are functionally fragile (highly | component species that make
susceptible to degradation or | recovery difficult —
depletion by human activity or | Ecosystems that are
by natural events) or with slow| characterized by populations ar
recovery. assemblages of species with

one or more of the following
characteristics: slow growth
rates; late age of maturity; low|
or unpredictable recruitment; gr
longlived.

Productivity Biological productivity — Area | NA Productivity — An area
containing species, populations that has a particularly high
or communities with rate of natural biological
comparatively higher natural production. Such
biological productivity. productivity is the net

result of biological and
physical processes which
result in an increase in
biomass in areas such as
oceanic fronts, upwelling
areas and some gyres.

Biological Biological diversity — Area NA Diversity — An area that

di i contains comparatively higher may have an exceptional

IVersity diversity of ecosystems, variety of species or
habitats, communities, or genetic diversity or
species, or has higher genetic includes highly varied
diversity. ecosystems, habitats, and

communities.

Naturalness Naturalness— Area with a NA Naturalness— An area

comparatively higher degree o
naturalness as a result of the
lack of or low level of human-
induced disturbance or
degradation.

that has experienced a
relative lack of human-
induced disturbance or
degradation.

Structure

Structural complexity — an
ecosystem that is
characterized by complex
physical structures created by
significant concentrations of
biotic and abiotic features. In
these ecosystems, ecological
processes are usually highly
dependent on these structureq
systems. Further, such
ecosystems often have high
diversity, which is dependent
on the structuring organisms.

Dependency— An area
where ecological
processes are highly
dependent on biotically
structured systems (e.g.
coral reefs, kelp forests,
mangrove forests,
seagrass beds). Such
ecosystems often have
high diversity, which is
dependent on the
structuring organisms.
Dependency also
embraces the migratory
routes of fish, reptiles,
birds, mammals, and
invertebrates.

Source: Courtesy of D. Dunn

As illustrated above, the three criteria are venyilar, though there are small variations
in definitions. The FAO VME criteria do not includeroductivity, biodiversity and
naturalness, while the CBD EBSA criteria do notlude structural complexity.
Regardless, there is a high level of compatibbiggween the criteria.



Other relevant international selection criteriattban be applied in open ocean waters
and deep-sea habitats include the IUCN criteriariarine protected area networks, the
International Seabed Authority guidance for preaton reference areas and UNESCO
criteria for World Heritage sites. As was the castéh the FAO and IMO criteria, each
set of criteria was designed with a specific managg objective in mind, and each is to
a large extent compatible with the CBD EBSA créeri

2. Regional criteria

Many regional processes, in particular RegionakS&ragrammes, have adopted criteria
for selecting areas to be included in regional neamnprotected area networks. Such
criteria exist, at least, for the Mediterranean iBegthe Wider Caribbean Region, the
Baltic Sea (HELCOM) and the North-East Atlantic @4€R). These criteria are also
generally compatible with the CBD EBSA criteria. rFexample, box 7presents the
OSPAR criteria for identification of areas to beluded in their regional MPA network,
which include most of the same elements as the EBBA criteria.

Box 7: Ecological Criteria for lIdentification and Selection of Marine Protected Areas,
Adopted by the Convention for the Protection of theMarine Environment of the North-east
Atlantic (OSPAR Convention)

Ecological criteria/considerations

An area qualifies for selection as an MPA if it nseseveral but not necessarily all of the
following criteria. The consideration and assesdnuoérthese criteria should be based on best
available scientific expertise and knowledge.

1. Threatened or declining species and habitats/kiopes

The area is important for species, habitats/bictogred ecological processes that appear to be
under immediate threat or subject to rapid deddisedentified by the ongoing OSPAR (Texel-
Faial) selection process.

2. Important species and habitats/biotopes

The area is important for other species and halfiiatopes as identified by the ongoing OSPAR
(Texel-Faial) selection process.

®> The OPSAR Convention also adopted a set of palatinsiderations for MPA designation, which have
no counterpart in the CBD.



3. Ecological significance
The area has:

« a high proportion of a habitat/biotope type or @ggiographic population of a
species at any stage in its life cycle;

« important feeding, breeding, moulting, winteringresting areas;

e important nursery, juvenile or spawning areas; or

« a high natural biological productivity of the spexior features being represented.

4. High natural biological diversity

The area has a naturally high variety of speciegdmparison to similar habitat/biotope features
elsewhere) or includes a wide variety of habitadédipes (in comparison to similar
habitat/biotope complexes elsewhere).

5. Representativity

The area contains a number of habitat/biotope typedbitat/biotope complexes, species,
ecological processes or other natural characksidtiat are representative for the OSPAR
maritime area as a whole or for its different biogi@phic regions and sub-regions.

6. Sensitivity

The area contains a high proportion of very searesitr sensitive habitats/biotopes or species.

7. Naturalness

The area has a high degree of naturalness, wittiespand habitats/biotope types still in a very
natural state as a result of the lack of humanéedudisturbance or degradation.

3. National criteria

In addition to the international and regional craefor identifying sites for enhanced
management and protection, many countries havetedidpeir own criteria for this
purpose to be used in their national waters. Ireggnmany of these country criteria are
very similar to the CBD EBSA criteria, with somdfdiences to account for the special
circumstances, biodiversity, and ecosystem managemeals of each country. For
example, box 8 shows criteria used by Trinidad @abago to identify marine areas for
protection.

Box 8: TRINIDAD AND TOBAGO

Principles of Environmentally Sensitive Area (ESR)les of 2001 are used in selection of
marine areas for protection.

e Uniqueness, rarity or important biological features

e Good representation of naturally-occurring ecolabsystem or type



e Particularly good representative of an ecosystearateristic of one, or common to
more than one biogeographical region

» Critical importance to the survival or recovery eridangered, endemic or vulnerable
species/communities of plants and animals

* An appreciable or significant assemblage of endaujeor threatened species of plants
or animals

e Special value as a habitat for plants or animatsaitical stage of their biological cycle

» Provision of appreciable social, recreational ameenic benefit to local communities or
to wider areas

* High in aesthetic value

» Regarded by the scientific community as having ifitant value for non-destructive
research

» Potential for fostering environmental awarenesprepation or education

» Performing an integral role in the functioning bétwider ecosystem

* Representative example of all coastal and marineystems

* Representative example of all wetland types

Many other criteria systems group site criterigy.(enaturalness) with network criteria
(e.g., representativity), however the CBD has dididhese into sets, found in: decision
IX/20, annex 1 and annex 2, respectively.

4. Using other criteria to input sites using the CB web-based input tool

Given the high degree of compatibility between wheous criteria used internationally,
regionally and nationally, information on areast thave been selected based not only on
the CBD criteria, but also other compatible crdecan be entered into the CBD web-
based input tool and repository. The input tool legpage calledSubmit New
Information — Other Criteria, which includes criteria not covered by the EBSiecia.
Figure 56 is a screenshot of this page. The othi&gria included are dependency,
representativeness, biogeographic importance,tatalaccomplexity, natural beauty and
Earth’s geological history. Definitions are incladér each criterion. If other criteria
used are not on the list, it is possible to addrimiation about the criteria using the blank
entry line at the bottom of the form.
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Check for understanding

You can check your understanding by answeringdhewiing questions, the answers for
which can be found in the text above:

1. What are some of the similarities and differencstsvben the CBD EBSA
criteria, the FAO VME criteria and the IMO PSSAteria?

2. How do the criteria used in your country/region game to the CBD EBSA
criteria?

References:

FAO International Guidelines for the ManagemenbDetp-sea Fisheries in the High Seas
(criteria relevant to the identification of a VMHtp://www.fao.org/fishery/topic/4440/en

IMO Revised Guidelines for the Identification anddignation of Particularly Sensitive Sea
Areas:http://www.gc.noaa.gov/documents/982-1.pdf

Operational Guidelines for the Implementation @& YNorld Heritage Convention:
http://whc.unesco.org/archive/opguide08-en.pdf
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