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ANNEX 1:  Fiches for Valuation Methods

Each fiche presented in this Annex covers all or some of the following headings for each method:

· Objectives of the method;

· Value concept encapsulated;

· Theoretical basis;

· Process of implementation;

· Data needs;

· Other practical issues for implementation (time frame, expertise requirements);

· Principal outputs;

· Transferability of outputs;

· Key uses – decision making context(s);

· Key uses – coverage of the natural environment;

· Discussion (limits, criticisms etc. as relevant to each method);

· Consideration of distributional impacts;

· Advantages and disadvantages; and 

· Conflicts and synergies with other methods.

The following methods are reported here:


Economic Valuation Methods



Market Price Approaches



Production Function Approach



Hedonic Property Pricing



Travel Cost Method



Random Utility Models



Contingent Valuation Method



Choice Modelling



Benefits Transfer



Deliberative and Participatory Valuation Methods



Questionnaires and interviews



Focus groups, In-depth groups



Citizens' Jury and Consensus Conferences



Health-based valuation approaches (QALYs, DALYs, HYEs etc)



Q-methodology



Delphi surveys, systematic reviews



Decision Support Methods



Cost-benefit analysis



Cost-effectiveness analysis



Multi-Criteria Analysis



Life Cycle Analysis



Alternative Measures of Prosperity



Human Development Index (HDI)



Index of Sustainable Economic Welfare



Green National Product and Genuine Savings



UK Sustainable Development Indicators


 Economic Valuation Methods

A1.1.1  Market Price Approaches

A1.1.1.1  Objectives

Pricing approaches to valuing environmental goods and services consider the costs that arise in relation to the provision of environmental goods and services, which may be directly observed from markets. Summarised here under this heading are a number of different approaches: opportunity cost; cost of alternatives; mitigation costs; shadow project costs; cost of illness and subsidy cost. 

A1.1.1.2  Value concept encapsulated

Application of pricing approaches typically informs on either direct or indirect use values associated with environmental goods and services (but see discussion below). Pricing approaches are best thought of as providing a ‘proxy value’ for environmental goods and services. 

A1.1.1.3  Theoretical basis

Pricing approaches are ‘non-demand’ curve methods of estimating the value of environmental goods and services. Whereas economic valuation techniques attempt to derive recognised measures of economic value, such as consumer surplus or Hicksian measures of welfare, pricing approaches do not. As such they do not correspond with the notion of total economic value and measures of willingness to pay. Instead, these approaches provide a proxy of value by considering supply-side aspects. The following briefly summarises the basis of several different approaches (Bateman, 1999): 

· Opportunity cost – this approach explicitly considers the value that it foregone in order to protect, enhance or create a particular environmental asset. For example, creation of a new forest implies the loss of land, typically for agricultural purposes. The opportunity cost of this action is then, the value (net of subsidies) of agricultural production foregone from land taken for the forest. Correspondingly, the value of the forest is at least equal to this opportunity cost.

· Cost of alternatives – is an approach which considers the cost of providing a substitute good which would provide a similar function to an environmental good. For example, wetlands which provide flood protection may be valued on the basis of the cost of building man-made flood defences of equal effectiveness. Given that flood protection is one of many wetland services, the value of the wetland is at least as much as the cost of the man-made protection that would be required in the absence of the wetland.  

· Mitigation costs/avertive behaviour – this approach focuses on the price paid by individuals in order to mitigate against environmental impacts, in order to provide a basic monetary assessment of those impacts. For instance the cost of water filtration may be used as a proxy for the value of water pollution damages. 

· Shadow project costs – is an approach which is concerned with the cost of providing and equal environmental good at an alternative location. Typically there are three potential scenarios: (i) asset reconstruction, which is the provision of an alternative site (e.g. a habitat); (ii) asset transplantation, which is moving the environmental feature, such as a habitat to a new site; and (iii) asset restoration, which entails enhancing an existing site that is currently degraded. The cost of the preferred option may then be applied as a minimum ‘price’ of the threatened environmental asset.  

· Subsidy cost - an indication of the value of environmental goods may be inferred by considering the subsidies paid directly to producers for adopting production methods that are environmentally benign or beneficial. A common example would be subsidies paid to the agricultural sector for environmentally sensitive practices.  

A1.1.1.4  Process of implementation 

Primarily application of pricing approaches to valuing the environment relies on the use of price data observed from relevant markets. A procedure for implementing a pricing approach to value a specific environmental good or service can be envisaged as follows:

1. Identify appropriate approach from which the value of the good may be inferred. This will likely depend on the environmental resource in question. As noted above, the opportunity cost approach can be used to estimate the value of forest preservation, where the alternative use of the land is readily identifiable (e.g. some form of agriculture). A proxy for the flood protection value of wetlands can be derived from cost of building equally effective man-made defences (e.g. the cost of alternatives approach), and so on.

2. Identify the relevant good/market and collate data.

3. Adjust price data so that it is net of tax or subsidy to derive the proxy value. 

4. Aggregate the proxy as appropriate (e.g. across affected population, etc).

A1.1.1.5  Data needs

Market data may be collected from secondary sources, or by primary collation. The availability of data may depend on the pricing approach which is adopted. 

A1.1.1.6  Other practical issues for implementation

Since pricing approaches make use of observable market data and require little manipulation (i.e. adjust for price distortions) in order to derive proxies of value, the approach (subject to the actual collection of data) can likely be implemented in a relatively short-time frame.   

A1.1.1.7  Principal outputs

As noted, the outputs of pricing approaches do not reflect measures of value as prescribed by economic theory. Principally, the proxy values derived will reflect the minimum value of environmental goods and services since they do not account for any excess of willingness to pay over price paid (e.g. consumer surplus).

A1.1.1.8  Transferability of outputs

The transferability of outputs from pricing approaches will likely depend on the extent of the market. For example the unit cost applied in the opportunity cost approach (e.g. the market price of a particular agricultural commodity) may vary according to location, hence it would be more appropriate to use the unit cost relevant to the area of interest.  

A1.1.1.9  Key uses – decision-making context(s)

Use of market values is typically related to appraisal contexts, and as such may feed in to cost benefit analysis of projects. In practice, mitigation costs, or in the case of the EU Environmental Liability Directive, shadow project costs, may also be used as a minimum/lower bound basis for setting compensation or legal damage assessments, although note that these values do not typically reflect welfare losses that are incurred. 

A1.1.1.10   Key uses – coverage of natural environment

The coverage of natural environment by pricing approaches will be dependent on the extent to which markets relevant to the environmental good or service in question exist. The following presents a number of practical examples. The opportunity cost approach is suited to assessing the creation or protection of environmental resources such as forests or tropical forest, which typically entails the loss of land for some productive use (typically agriculture). A number of studies have been applied in developing countries to assess the opportunity cost of protecting natural forests, see for example Kramer et al., (1994) who consider the opportunity cost borne by local villages as a result of loss of access to forest land resulting from the establishment of the Mantadia National Park, Madagascar. Other studies include Kremen et al., (2000) and Ruitenbeek (1992) who examine the foregone benefits from logging in relation to forest conservation. Costanza et al. (1989) provide an assessment of the economic value of coastal wetlands in Louisiana, where storm protection value is estimated on the basis of the cost of constructing equally effective man-made defences; an application of the cost of alternatives approach.   

A1.1.1.11   Discussion

Market value approaches, as outlined above, typically only provide monetary proxies or ‘benchmarks’ against which the value of the environmental good in question can be judged. Values that may be derived from these approaches do not represent true valuations as the assessment only considers whether the environment good is of greater value than the opportunity cost (Bateman, 1999). Primarily, application of pricing rather than valuation methods risks the under-valuation of environmental goods. To expand, knowing the price of a good only informs on the cost of obtaining that good, rather than the actual benefit derived from the ‘consumption’ of the good. As suggested, the values derived from the opportunity cost, cost of alternatives, mitigation costs and shadow project costs are a benchmark set by the market. However, it is important to note that the use of subsidy costs will typically rely on what may be arbitrary values set by government which do not reflect opportunity cost. 

With regards to opportunity costs, it is likely that the market price of output is likely to over-estimate the true opportunity cost of an action due distorted market structures which reflect the political objectives rather than competitive relationships. This may be particularly true when considering the agricultural sector. Highly intervened markets imply a certain degree of complexity in the link between market prices and underlying costs, suggesting that it may be difficult to assess the value of environmental goods in this manner.

Note also that mitigation costs will typically only provide a partial assessment of the environmental impact of interest. For instance, the cost of water filtration in order to improve water quality will only account for the impact that is experienced by water companies and their customers, and will not account for water pollution damages to aquatic ecosystems. In relation to the application of shadow project costs, an important aspect of the procedure would be to demonstrate the adequacy of the shadow project in terms of replicating the environmental function that is to be lost. 

A1.1.1.12  Consideration of distributional impacts 

Where markets are distorted, values observed in markets may actually reflect the preferences of government, who are essentially acting as a single arbiter of valuation, and/or particular interest groups, rather than the ‘true’ value of the environmental goods and services to society. This may result in insufficient weighting of values held by a significant number of individuals not represented by interest groups involved in the political process.

A1.1.1.13   Advantages and disadvantages

Generally, pricing approaches can be useful in providing an indicative monetary assessment of the value of environmental goods that might otherwise be regarded as ‘free’. In addition data may be readily attainable in the form of observable market prices, although some caution is needed in order to account for price distortions. Strictly though, use of market values which can inform on the price of obtaining a particular environmental good, does not inform on the value of the environmental good, and as such it is likely that pricing approach will lead to under-estimates of the ‘true’ value of environmental goods and services. 

A1.1.1.14   Conflicts and synergies with other methods

Some aspects of pricing approaches, such as mitigation costs, may actually serve as inputs into the production function approach framework (PFA - see separate fiche). Note however, that in this context, these costs are an input to the analysis in that they are likely to alter production or cost functions. The PFA enables estimates of changes in consumer and producer surpluses to be estimated as a result of changes in the provision of environmental goods and services which are inputs to production processes (e.g. water quality). 

A1.1.2   Production Function Approach

A1.1.2.1  Objectives

The production function approach (PFA) focuses on the (indirect) relationship that may exist between a particular non-market environmental good or service and the production of a marketed good. In particular, the value of the environmental good or service is inferred by considering changes in production of market goods that arise as a result of changes in the provision of the environmental good or service. 

A1.1.2.2  Value concept encapsulated

Indirect use value component of TEV.

A1.1.2.3  Theoretical basis

The PFA considers environmental goods and services as inputs into production processes which lead to the output of marketed goods and services. Specifically, inputs to production processes such as land, labour and capital as well as environmental inputs are known as factor inputs. Accordingly, changes in environmental inputs will lead to changes in a firm’s production costs, which in turn will affect the quantity of output and price of the final market good. The change may also affect returns to factor inputs (e.g. rent to land and capital, wages to labour). Ultimately, changes in market output and price and factor returns will result in changes in consumer and producer surpluses. The change in these surpluses gives an estimate of the value of the environmental good or service in its function as a factor input.   

As its name suggests, the PFA focuses on the production function, which relates the output of a given good to its factor inputs. In addition though, the same effect can be analysed by considering the cost function, which relates the cost of production of a given good to the cost of factor inputs (e.g. the quantity of the input multiplied by the price of the factor). Considering the cost function rather than the production function entails a cost function approach (CFA). For all intents and purposes however, the two approaches are synonymous. 

Freeman (1993) identifies two channels through which a change in the provision of an environmental input can lead to changes in surpluses (although, strictly in the context of a competitive industry). In the first case, the change in the input affects the production costs of all firms. Hence an improvement in environmental quality lowers production costs, enabling more output to be produced and also a reducing market price. Here then, consumers benefit from increased consumer surplus. The second channel focuses on a single producer who alone experiences a change in the input. In this example the firm’s marginal costs change; if the improvement in environmental quality lowers the marginal cost of production while overall market price remains unchanged, the firm will benefit from increased producer surplus.    

A1.1.2.4  Process of implementation 

Estimating the value of environmental goods and service via the PFA requires a fair degree of analytical rigour, particularly in identifying and specifying the relationship between different factors in the production and/or cost functions. The process of implementation is typically as follows:

1. Collate data; this includes market data on price, output and demand, as well as data on factor inputs and prices (in the case of the CFA). A measure of the environmental input is also required.

2. Derivation of production function and/or cost function; here for example the relationship between the environmental input and output of the final market good is estimated. Production and cost functions may be estimated by econometric methods that include the environmental quality variable or by simulation approaches which model the behaviour of producers and responses to changes in environmental quality. 

3. Estimate changes in consumer and producer surpluses. Here the effects of changes in production and costs are analysed in relation to final market supply and demand in order estimate changes in surplus.  

A1.1.2.5  Data needs

As indicated above, implementation of the PFA requires a considerable amount of data concerning the final goods market and factor inputs. It is also necessary that the production function and market structure be specified. 

A1.1.2.6  Other practical issues for implementation

Implementing the PFA requires statistical (econometric) expertise. The time frame for analysis is likely to range from 3 months to 6 months depending on the extent of analysis.

A1.1.2.7  Principal outputs

The PFA enables the value of environmental goods and services to be expressed in a manner consistent with economic theory, namely in terms of consumer and producers surplus. Derivation of production and/or cost functions also enables the effect of a change in the environmental input to be expressed in terms of its impact on output or production costs.  

A1.1.2.8  Transferability of outputs

Transferability of values derived from the PFA are likely to be limited, since the estimates of consumer and surplus are based on the specific features of the final good market and the underlying factor input relationships and specified production and cost functions. 

A1.1.2.9  Key uses – decision-making context(s)

The PFA provides an explicit method for estimating the importance of environmental goods and services in the production of market goods and services, or conversely, the negative impact that pollution can have on production processes. Hence the approach is suited to ‘demonstration’ of the importance of issues, as well as potentially feeding into cost-benefit analyses and also providing a basis for legal damage assessments.  

A1.1.2.10  Key uses – coverage of natural environment

Environmental goods and services serve as inputs to a number of market products and empirical examples of the PFA are numerous. For instance, a common example of the PFA applications is in the assessment of air quality (or air pollution) effects on agricultural and forestry production levels and production costs. As demonstrated by Freeman (1993) the approach can also be used to assess the effect of water quality (or water pollution) on agriculture, forestry, fisheries output and production costs as well as the cost of domestic water supply. Finally the PFA can also be applied to assess soil fertility (or soil erosion) as a factor input to the production of agricultural commodities. 

A1.1.2.11   Discussion

In practice it may be difficult to assess the response of production to changes in environmental factor inputs. The PFA requires the assumption that producers (and consumers) act to optimise their behaviour in order to allow estimates of change in producer and consumer surplus to be arrived at. Also, a number of considerations underline the complexity of analysis, including the nature of production (single or multi-product firms), the market structure (e.g. vertically linked markets) and the presence of market distortions (e.g. monopoly power, price subsidies, etc.). 

Notably, Freeman (1993) distinguishes between production and cost function approaches and those based on a dose-response methodology. The latter entails estimating a dose/damage function (which relates a measure of pollution to physical damage) and applying this function to an inventory of materials exposed or at risk, which is then multiplied by some unit value. For instance, the dose-response approach may be used to analyse the effect of air pollution on agricultural production by estimating the consequential reduction in harvestable yield and multiplying this by the market price of output. This approach however ignores the impacts on consumers resulting from changes in market price and changes in production costs. Instead, Freeman highlights that the PFA and the CFA represent properly specified economic models of the effect of pollution on producers, which link the physical effect of changes in the provision of environmental goods and services to changes in market prices and output and ultimately changes in consumer and producer surpluses. The approach incorporates the whole range of possible producer responses (e.g. material substitutions, increased mitigation activities, etc) to changes in pollution levels.   

A1.1.2.12   Consideration of distributional impacts 

Estimates of the value of environmental goods and services are derived from real market data and therefore changes in consumer (and producer) surplus only reflect the value of the good to those engaged in the market.

A1.1.2.13   Advantages and disadvantages

Due to confidentiality reasons, data on cost structures and functions may be difficult to obtain. Generally, the effect of the environmental input on output is more observable, and typically more often analysed (i.e. the PFA approach).

A1.1.2.14   Conflicts and synergies with other methods

Mitigation costs/averting expenditures and avoided costs may be included within the PFA framework, since these actions will alter production and cost functions. 

A1.1.3   Hedonic Property Pricing

A1.1.3.1  Objectives

The hedonic pricing property (HPP) approach to valuing non-market environmental goods and services is based on the commonly accepted notion that the price at which a property sells in the market is determined, in part, by the specific characteristics of the property’s structure, location and environs. Among these characteristics it is reasonable to expect that environmental goods and services such as landscape amenity, noise and air quality may be included. Hence, it may be expected that properties which feature higher levels of desirable environmental characteristics will command a higher market price than similar properties with lower levels of those same characteristics.   

A1.1.3.2  Value concept encapsulated

Direct use value component of total economic value.

A1.1.3.3  Theoretical basis

Hedonic property pricing is a particular application of the hedonic pricing method (HPM), which estimates the value of a non-market good by examining the relationship between the non-market good and the demand for some market priced complementary good (see Freeman, 1993). The HPM approach is based on the notion of 'weak complementarity' (Maler, 1974), where improvements in characteristics such as environmental quality typically raise the market price of complementary market goods. Hedonic pricing methods enable an estimate of the magnitude of that increase to be derived; or the loss if environmental quality declines. While HPM can be applied to a number of different complementary relationships, it is most often applied in practice to the valuation of environmental goods such as landscape amenity, noise and air quality as reflected in the property market (i.e. HPP).

With respect to HPP, differences in market price of property that result from specific characteristics of the property may be termed as the ‘price differential’ attributable to that characteristic. There are likely to be many different characteristics that might command a price differential. For example the number of rooms, size of garden, proximity to transport links and public services, environmental quality (air quality, peace and quiet, availability of open spaces, etc), neighbourhood characteristics (e.g. rate of crime) and so on. Hedonic property pricing therefore seeks to isolate the effect that environmental quality has on property price. 

A1.1.3.4  Process of implementation 

Hedonic pricing employs multiple regression econometric techniques and requires two stages of analysis (see Day, 2005):

1. Estimation of the hedonic price function - in this stage, variation in property prices is explained by regressing property price on explanatory variables relating to the attributes of properties (such as those listed above); i.e. the hedonic price function summarises the relationship between a property’s market price and its characteristics. From the hedonic price function it is possible to derive the price differential for the characteristic of interest (e.g. the environmental good), which plots the additional price that must be paid by any household to move to attain a higher level that characteristic, holding all other variables constant. Mathematically, the price differential of the characteristic of interest is the partial derivative of the hedonic price function with respect to that characteristic, and is typically termed as the ‘implicit price function’. 

2. Derivation of demand curves and underlying values - property prices are determined by the interaction of supply and demand in the property market, and hence do not reflect the excess of willingness to pay over price paid, i.e. consumer surplus. The second stage of the HPP analysis therefore seeks to estimate the demand curve for the characteristic of interest so that full economic value may be inferred. Practically, the demand curve is mapped out by regressing quantity of the characteristic (the environmental good) on the price paid for the property, plus other additional relevant variables, such as socio-economic characteristics of households. From the demand curve, the change in consumer surplus due to a change in the environmental good may be calculated by the integral of the demand function with respect to the quantity of the environmental good between its initial level and final level.

As with all econometric analyses, the implementation of HPP is dependent on the quality of data, the specification of an appropriate functional form for the hedonic price function (e.g. linear, etc), the inclusion or omission of explanatory variables in the initial analysis, etc.

A1.1.3.5  Data needs

Practical applications of HPP require large amounts of data, particularly on property prices and property characteristics. Compilation of data on determinants of house prices may be difficult to measure and obtain. Data may be expert opinion of property values, self-reporting or related to actual sales, although the latter is the most accurate. Sources include the Land Registry, which reports price paid, or building society data on mortgage acceptances (although this will exclude those who buy outright). If data are collected from secondary sources (e.g. Land Registry, Census data etc.), it is generally not possible to link a particular individual buyer to the purchase price and other characteristics of a given property. Instead, the socio-economic characteristics of the neighbourhoods are used as these are assumed to be sufficiently similar to the individual buyers who live in or move into these neighbourhoods. However, HPP studies could also collect primary data by implementing surveys of home owners, providing a direct link between socio-economic characteristics and house prices. 

One solution to data collection and sorting difficulties is through the application of geographical information systems (GIS) to measure and compile data (Bateman et al., 2002). If house price data are sufficiently disaggregated (e.g. to the level of an individual property) GIS can be useful in determining accessibility variables for individual properties (e.g. travel time, distance to amenities) as well as linking socio-economic and demographic census data to neighbourhood quality variables. Application of GIS to noise modelling impact analysis, for example from transport, also facilitates use of the HPP to derive values for actions such as noise mitigation (Lake et al., 2000), while using GIS to generate digital elevation models (DEMS) allows the impact of topography (the type and quality of view), an attribute which is typically omitted from HPP studies, to be incorporated into analysis (Bateman et al., 2002).

A1.1.3.6  Other practical issues for implementation

Aside from data issues, practical implementation of the HPP requires statistical (econometric) expertise. Depending on the ease of access to good data, the process can take six months to a year.

A1.1.3.7  Principal outputs

If HPP studies undertake both stages of analysis then the principal outputs will be estimates of willingness to pay/consumer surplus for environmental attributes as reflected by the property market. From the first stage of analysis, derivation of the hedonic price function and the price differential (the implicit price function), an estimate of the percentage change in property price due to a unit change (increase/decrease) in the environmental attribute may be arrived at; for example the percentage decrease in property price arising from increased proximity to a waste disposal facility.

A1.1.3.8  Transferability of outputs

Estimated economic values from HPP studies are derived from the initial hedonic price function analysis which emerges from the interaction of buyers and sellers in the property market, hence representing a market clearing equilibrium which is specific to each individual property market. The implication is that results cannot be transferred across markets without taking into account demand and supply factors in those markets (Day, 2005). Notwithstanding this caveat, the comparison of HPP studies is encouraging in that they produce similar results in terms of the percentage change in property price for a unit change in a given environmental characteristics even though they use data from different property markets and even countries.

A1.1.3.9  Key uses – decision-making context(s)

Hedonic pricing provides a basis for estimating the value of a wide range of environmental characteristics and can inform particularly well on localised and site specific impacts, e.g. the effect of road traffic noise, or the impact of siting waste facilities etc. The HPP approach can be used to input into cost-benefit analysis (projects and policies), 'demonstration' of importance of an issue, and establishing the basis for a tax and legal damage assessment. 

For instance, HPP can be applied to inform decision-making in the use of a Noise Sensitivity Depreciation Index (NSDI), which relates a unit increase in noise (dB) to a reduction in property price and is currently considered for incorporation within the assessment of compensation payments (Lake et al., 2000). In addition, the UK landfill tax takes account of disamenity effects of landfills and an original study was commissioned to estimate the percentage decrease in property prices per mile of proximity to landfills compared to the price identical properties fetch sufficiently far away from landfills (see Cambridge Econometrics et al., 2003). 

A1.1.3.10   Key uses – coverage of natural environment

The scope of HPP studies is typically limited to environmental characteristics which are manifest near residential areas and are observable to buyers and are likely to have an impact over the period of occupancy. The method is less applicable to environmental goods/bads which are not typically perceived by the buyer, such as chemical hazard, radiation, etc. Examples of UK studies include the amenity value of woodlands (Garrod and Willis, 1992), the amenity value of canals (Garrod and Willis, 1994) and the impact of road, rail and aircraft noise (Lake et al., 2000; Bateman et al., 2002b). Other applications of HPP studies could include valuing improvements in air and water quality, the amenity value of green space, and the impact of earthquake risk.

A1.1.3.11   Discussion

A number of theoretical issues have been raised concerning HPP. In particular, Russell (2001) highlights the problem of identification in hedonic analyses, where, with regards to the property market, shifts in demand may be difficult to detect in price terms, since prices are determined simultaneously by both demand and supply. Further, HPP will only reflect the marginal WTP of households for a particular attribute if the level of that attribute corresponds to that perceived by the consuming household. Freeman (1993) highlights a number of theoretical issues concerning hedonic pricing approaches, including for example the choice of appropriate functional form for the hedonic price function (e.g. linear, quadratic, log, exponential or Box-Cox transformation, etc.). Other issues include:

· Observed correlations between the environmental good and property price may be spurious or due to interactions with factors not included in the specified model;

· The necessary assumption of equilibrium in the housing market is unrealistic;

· Transaction and moving costs are non-negligible and can distort results;

· It is necessary to assume identical utility functions and underlying structures of preference for all households for any variables not controlled for in the model; 

See also Hidano (2002) and Taylor (2003) for recent discussion.

A1.1.3.12   Consideration of distributional impacts 

Estimates of economic value from HPP studies are inferred from 'real' markets, and consequently inequalities in the underlying income distribution can be inherent in the values derived. Hence there is potential for price differentials to reflect ability to pay of higher income groups. Notably, housing markets are one of the few where equity goals are actively pursued (e.g. affordable housing). 

While the HPP does not offer any prescriptive account of distributional impacts, it can be used to analyse equity issues and provide quantitative evidence concerning this, through the inclusion of appropriate variables in the regression analysis. In addition the descriptive use of HPP in this regard may also be enhanced by GIS applications which offer a particularly appealing way of presenting results concerning equity issues.

A1.1.3.13   Advantages and disadvantages

A distinct advantage of revealed preference techniques such as HPP is the use of actual market data. Hedonic pricing is grounded firmly in the principles of economic theory, relying on the derivation of demand curves and elasticity estimates. Moreover, the theoretical expectations of HPP have typically been borne out by empirical studies (Day, 2005).

Disadvantages of HPP lie in the requirement for copious amounts of data and specialist econometric expertise. In terms of undertaking hedonic analysis, other weaknesses arise from issues of identification and complementarity. More important from a decision-making perspective though, is that HPP is not suited for application where environmental impacts are not perceived (or observed) in property purchasing decisions, or where environmental impacts are yet to occur, since fundamentally environmental values are revealed from situations with precedence. However, the corollary of this is that HPP is suitable for long-standing environmental effects, arising in relation to issues such as noise, visual intrusion (proximity of road), visibility (due to air pollution) and amenities (such as proximity of woodlands).

A1.1.3.14   Conflicts and synergies with other methods

As noted HPP represents just one application of the hedonic pricing method (HPM) which can be applied to any differentiated product. Freeman (1993) illustrates how the HPM may be applied to agricultural and commercial land prices. A further application of the HPM focuses on wage differentials which arise from different wage-risk trade-offs which arise in the labour market. While this application mostly focuses on occupational risk (e.g. accidental injury, exposure to chemicals, etc.) it may also be applied to environmental characteristics. 

With regards to HPP studies, potential conflict can be envisaged in situations where the presence of an environmental good actually has a tendency to reduce property prices, hence implying a negative value for the environmental good. An isolated finding of this is reported in Garrod and Willis (1992), where marshland, which provides ecological benefits and ecosystem services, was shown to decrease house prices in rural Gloucestershire.

A1.1.4   Travel Cost Method

A1.1.4.1  Objectives

The travel cost method (TCM) uses the cost incurred by individuals travelling to reach a site, and at the site, as a proxy for the recreational value of that site.

A1.1.4.2  Value concept encapsulated

Direct (non-consumptive) use value component of total economic value.

A1.1.4.3  Theoretical basis

Travel costs incurred by an individual comprise of two elements, (i) travel expenditure (e.g. petrol, fares, accommodation, food, etc) and (ii) the value of time. If time spent travelling to a site is not as enjoyable as time spent on some alternative activity, then travel time involves a loss of utility (an opportunity cost), which is a genuine economic loss irrespective of whether or not a monetary cost has been paid. In part, travel costs determine the number of visits an individual may undertake and may be seen as the 'price' of a recreational visit to a particular site. Surveying visitors to a site and asking them for information concerning their travel costs, frequency of visits over a given period and other determining factors allows a demand curve for the site to be mapped out. The value of the site is equal to the area under the curve. The demand curve is derived from a ‘trip-generating function’ which explains the number of visits as function of travel costs and other relevant explanatory variables.

The TCM can be split into two distinct variants depending on the definition of the 'visits' variable in the trip-generating function: 

1. Individual travel cost method (ITCM) - defines the dependent variable as the number of visits made by each visitor over a specific period (e.g. a year).

2. Zonal travel cost method (ZTCM) - divides the entire area from which visitors to a site originate from into a number of visitor zones and defines the dependent variable as the visitor rate (the number of visits made from a particular zone in a period divided by the population of the zone). Visitor rate is often calculated as visitors per 1,000 population in a zone. Visitor zones may be defined according to pre-determined distances from the site or neighbourhoods of a town, etc.

A1.1.4.4  Process of implementation 

The travel cost method is a survey-based technique:

1. A questionnaire is administered to a sample of visitors to a site in order to ascertain their place of residence, demographic and attitudinal information, frequency of visit to the site and other similar sites, and trip information (purposefulness, length, associated costs etc). 

2. From the survey data, visit costs can be calculated and related, with other relevant factors, to visit frequency so that a demand relationship may be established via econometric (statistical) analysis.

3. The demand function can then be used to estimate the recreation value of the whole site in terms of consumer surplus, which when consider in together with 'price' paid (e.g. travel costs) yields a WTP estimate of a site’s recreational value. More advanced studies attempt to estimate demand equations for differing attributes of recreation sites and estimate values for these individual attributes. 

More specifically, the ZTCM is implemented as follows (Bateman, 1993):

1. Collect data via on-site surveys on the number of visits made by households in a period and their origin. 

2. The area encompassing all visitor options is sub-divided into zones of increasing travel cost. Household visits per zone are calculated by allocating sampled household visits to their relevant zone of origin. The household average visit rate in each zone is calculated by dividing the number of household visits in each zone by the zonal population.

3. Zonal average cost of a visit is calculated with reference to the distance from the trip origin to the site.

4. The demand curve is fitted relating the zonal average price of a trip (the travel cost) to the zonal average number of visits per household. For each zone, household consumer surplus is calculated by integrating the demand curve between price (travel cost) of visits actually made from each zone and the price at which the visitor rate would fall to zero (i.e. the vertical intercept of the demand curve). Implicit in the estimation of the demand curve is the assumption that households in all distance zones react in a similar manner to visit costs (i.e. when faced with the same cost, they would make the same number of visits).

5. Annual total consumer surplus for the site recreation experience is estimated by the dividing total household consumer surplus by the zonal average number of the visits made, giving the zonal average consumer surplus per household visit. This is then multiplied by the zonal average number of visits per annum to obtain annual zonal consumer surplus. Totalling annual zonal consumer surplus across all zones gives an estimate of total consumer surplus per annum for the recreational experience of visiting the site.

The principal distinction between the ITCM and ZTCM approaches is the definition of the dependent variable. Using the ITCM, where this is defined as the number of visits per period by an individual (or household) to a site, the derived demand curve relates an individual’s annual visits to the cost of those visits. This allows various individual specific variables to be incorporated in the trip-generating function.  With the ITCM approach, the demand curve is derived from the change in visits over the change in travel costs (i.e. the first order derivative from the trip-generating function). Integration of the area under the curve yields an estimate of consumer surplus per individual; overall consumer surplus for the site is estimated by multiplying this by the number of individuals visiting the site annually. 

A1.1.4.5  Data needs

The TCM survey is required to collect data on place of residence of visitors, demographic and attitudinal information, frequency of visit to the site and other similar sites and trip information (e.g. purposefulness, length, associated costs etc). Practical application of the ZTCM requires data concerning population of the each of the travel cost zones that are identified. Data on explanatory variables which are also likely to influence visit rates, e.g. income, preference and availability of alternative sites is also important, as is the mode of travel (car, rail, etc) to the site. Limited availability of data are likely to mean that only reduced forms of the trip-generating function can be estimated.

Use of geographical information systems (GIS), particularly in applications of the ZTCM, can help define travel costs zones with to account for areas with similar travel costs, availability of substitute sites and socio-economic characteristics (Bateman et al., 2005). 

A1.1.4.6  Other practical issues for implementation

In addition to collecting appropriate data, the TCM also requires econometric expertise. The timescale for analysis will typically depend on the length of survey stage. For certain sites it may be necessary to sample at different times of the year in order to provide an accurate account of seasonal variations in visitor patterns and number. Given this implementing, the TCM approach may require a time frame from 6 months to (potentially) one and half years, allowing for data analysis. 

A1.1.4.7  Principal outputs

TCM provide an estimate of the consumer surplus associated with visits to recreational sites; consideration of travel costs incurred provides an estimate of willingness to pay for the use value of the recreational site. The TCM may also be applied to estimate demand curves for recreational sites in order to set entry prices or user fees and to predict how visitor numbers may change as a result of the establishment of, or changes in, entry prices.  

A1.1.4.8  Transferability of outputs

Notably it is difficult to compare valuations derived by different TCM studies, particularly due to potential differences in the specification of the trip generating function and demand function. Use of different functional forms, as well as use of the ITCM or ZTCM will likely give rise to different estimates of value. Moreover it is not possible to compare summary statistics from the two different variants (see below).

In a benefits (or value) transfer context, the transferability of estimates will depend on an assessment of the similarity of the ‘study’ site good and the ‘policy’ site for which a value is required. In particular, it is necessary to assume that the preferences of individuals are identical in the two contexts, and that underlying travel costs are unchanged by the context. However in some instances it may be possible to adjust for differences between the study and policy sites (see benefits transfer fiche). 

A1.1.4.9  Key uses – decision-making context(s)

The TCM provides estimates of the use value derived from well-defined recreational sites, or separable, well-perceived environmental or cultural attributes within such a site. As such, the TCM is suited to providing input into cost-benefit analysis of specific projects, demonstration of the importance of an issue, setting priorities and establishing user fee levels. 

A1.1.4.10   Key uses – coverage of natural environment

The scope of TCM studies is typically limited to valuing environmental goods and services that have explicit recreational uses. This is likely to provide a broad coverage of natural environment, such as woodlands, forests, wetlands, rivers and lakes (e.g. angling), national parks and coastal areas. There are numerous examples of practical TCM applications. 

A1.1.4.11   Discussion

A number of methodological issues concern practical applications of the TCM and resulting estimates of economic value (see for example Freeman, 1993). For instance, the approach may under-estimate the use value derived by individuals, particularly if they move house to be near a site. Here then, travel cost will not reflect actual recreational value, since estimated demand will lie below true demand, principally due to the fact that the cost of travelling to the site will likely be small. While this would imply that those living near a site value it less, the opposite is likely to be true if an individual moved to be close to a site. In addition, it is unlikely that there is one ‘type’ of visitor. More likely, visitors may be typified as either a pure visitor (visiting the recreational site is the sole purpose of the trip), a transit visitor (someone going elsewhere) or a ‘meanderer’ (someone who enjoys the journey). The implication is that the value attributed to the site by different types of visitor is likely to differ depending on the purpose of the trip. For instance, it may be expected that those travelling with the sole purpose of visiting the site are likely to hold a greater preference for the site than those who ‘stop-by’ on the way or simply come across it by chance. 

With regards to costs incurred, some difficulty can be foreseen when including both day-trippers and holiday-makers, making either single or multiple site visits. For instance, ascribing the full costs of multiple visits to a single site will lead to an over-estimation of the recreational value of that site. A common response may be to weight cost according to the proportion of the day’s ‘enjoyment’ to the site in question, although how this is carried out with likely influence estimates of consumer surplus. 

In addition, the inclusion of different factors in the travel cost calculation will also likely result in different estimates of consumer surplus. Specifically, expenditure on travel may be estimated in terms of marginal cost (e.g. petrol costs only), full costs (e.g. petrol costs, insurance, maintenance costs, etc.) or perceived costs as estimated by survey respondents. Notably, the second formulation will lead to higher estimated costs than the first. Aside from derivation of travel costs, the way in which the cost of time spent travelling is dealt with may also lead to different estimates of recreational value. For example, omitting time costs will ensure that consumer surplus is under-estimated; however, there is no definitive assessment as to how the value of time should be accounted for. The wage rate approach sets time costs as some proportion of the visitor’s wage rate. Typically, this will be less than 100 percent to reflect the fact that most individuals are not completely free to trade-off between leisure and work time. Arguably, assumptions concerning the value of time are largely subjective, and therefore sensitivity of consumer surplus estimates to the value of time is a key issue in the application of the TCM.

A further issue to consider is the presence of substitute sites. Generally, alternative sites will depress demand below ‘true’ demand’ and failure to account for this may lead to an under-estimate of the recreational value of a given site. In particular, if there are several similar sites within a similar distance, then the demand for each site will be less than demand for the recreation experience. Alternative sites can be incorporated into analysis (in the trip-generating function) through specific questions to respondents in survey and GIS techniques can also be applied to generate data (Brainard et al., 1999), such as distance between sites. 

In addition to the affect of substitute sites, it is also difficult for the TCM to capture fully the effects of variation in quality of sites and also individual characteristics of sites and how these influence the demand for visits to a site. In particular, an improvement in site quality should raise demand for the visits to the site at every level of travel cost. Accordingly the difference between the original demand curve and the new demand curve represents the change in consumer surplus. However, there is also the need to account for changes in other sites and the substitution of visits from one site to another which arise from improved quality as well as the impact on travel costs which this will have (Freeman, 1993). While the TCM is suited to explaining recreation demand over a given time period (e.g. the number of visits in a year), it is not suited to considering these effects. Instead, random utility models (RUM), which are an extension to the standard TCM, are however suited to the consideration of the effects of the availability of substitute sites and changes in quality levels of specific site characteristics (Bockstael et al., 1991; Freeman, 1993) (see separate RUM fiche for further discussion). 

A distinct issue concerning practical TCM applications is a lack of theoretical guidance, concerning the appropriate functional form of the trip-generating function. Moreover, different studies often use different functional forms. It is often observed that, for a single dataset, changing the functional form can result in different estimates of consumer surplus without resulting in significant differences in the statistical fit of different models (see for example Hanley, 1989). Hence, appropriate specification of functional form is typically a matter of expert judgement and consequently a potential weakness of the TCM.  

Finally, there is also consideration of the comparison between ITCM and ZTCM approaches. However this is not a straightforward issue, particularly in terms of the degree of explanation of a given dataset provided by each approach. In most instances, a higher degree of fit is found via the ZTCM, as observed in terms of the r-squared statistic. While the ITCM estimates the demand relationship by drawing on all observations and their variation, the ZTCM amalgamates travel cost into distinct bands, and consequently estimates demand from a smaller number of observations. Differences in r-squared statistics are therefore likely to be symptomatic of these differing approaches to estimating demand. Given this, it is not appropriate to compare these models on the basis of this criterion. Again though, these two different approaches are likely to generate different estimates of consumer surplus (see for example Garrod and Willis, 1991, and Willis and Garrod, 1991 in relation to woodland recreation values).  

A1.1.4.12   Consideration of distributional impacts 

By definition the TCM only estimates the direct (recreational) use value of a particular site, hence those who are unable to access the site, yet a have a positive preference for the site (in effect, a non-use value) will not be accounted for in the analysis.  

A1.1.4.13   Advantages and disadvantages

The TCM is a potentially useful tool for producing estimates of the use value associated with well-defined recreation sites. A distinct advantage that estimated values are revealed from actual behaviour of individuals and the formulation of demand curves. Analysis of demand curves can also yield significant input to analysis of visitor rates and changes in these, which can aid the management of these sites. 

Practical applications of the approach, however, may be limited by data availability. More methodological concerns may disadvantage the use of TCM results, particularly with regards to different estimates of consumer surplus that may arise as a result of adopting either the ITCM or ZTCM approach, as well as the treatment of substitute sites, the choice of appropriate functional form and the calculation of the value of time (all as discussed above). Finally, the TCM is not able to account for environmental goods (or bads) that are imperceptible to short-term visitors. 

A1.1.4.14   Conflicts and synergies with other methods

For the synergy between the TCM and random utility models (RUM) see the RUM fiche in this annex. The survey aspect of the TCM implies that it may be combined with stated preference methods, where it would be possible to elicit information on travel costs and also directly elicit values for some constructed market involving the environmental good of interest. 

A1.1.5   Random Utility Models

A1.1.5.1  Objectives

The random utility model (RUM), or discrete choice model, infers the value of changes in the quality of environmental goods and services by focusing on the decisions of individuals to recreate at a specific site as compared to alternative substitute sites.  

A1.1.5.2  Value concept encapsulated

Direct use value component of total economic value.

A1.1.5.3  Theoretical basis

The RUM focuses on the decision made by individuals in relation to visiting recreation sites. In particular the choice among available sites is dependent on the comparison of the characteristics of each site. The conceptual basis of the RUM is an individual’s indirect utility function, which relates factors such as income, socio-economic characteristics, travel costs and site quality characteristics to the utility (well-being or pleasure) derived from a recreation visit. By specifying the functional form for the indirect utility function, the RUM considers the probability of an individual choosing to visit a given site. This probability is a determined by the arguments of the indirect utility function (e.g. income, socio-economic characteristics, travel costs and site quality characteristics). The parameters for these variables are estimated via maximum likelihood methods. The monetary value of a change in site quality may then estimated by relating the coefficient for site quality to the implicit price of a visit, which, as in the travel cost method (TCM) is inferred from the cost of travel to a site (see Freeman, 1993). 

A1.1.5.4  Process of implementation 

The random utility model may be derived from a travel cost survey:

1. A questionnaire is administered to a sample of visitors at a selection of recreation sites in order to ascertain their place of residence, demographic and attitudinal information, frequency of visit to the site and others, trip information (purposefulness, length, associated costs etc). The survey will also collect data about the characteristics of each site. 

2. From the survey data, the probability that an individual will visit a given site is estimated on the basis of the costs of visiting the site and characteristics of the site relative to the characteristics of all of the sites the individual may choose between. The stage of the analysis requires that the functional form of the utility function be specified by the researcher. 

3. The monetary value of changes in the quality of site characteristics may then be estimated by relating the relevant function coefficient to the coefficient of travel cost. This yields an estimate of willingness to pay for a marginal change in the level of the site characteristic. 

Practical applications of the RUM need to avoid violation of independence of irrelevant alternatives (IIA) property, which states that the relative probabilities of two choice options being selected are unaffected by the introduction of removal of other alternatives (Bateman et al., 2002). This situation is typically avoided by application of a nested model of choice, where an individual is assumed to choose first the type of recreation activity and then choose the site to visit within the activity category.  

A1.1.5.5  Data needs

Application of the RUM requires a travel cost survey to collect data on visitors to a selection of recreation sites, including data on the place of residence of visitors, demographic and attitudinal information, frequency of visit to the site and other similar sites and trip information (e.g. purposefulness, length, associated costs etc). Survey data is also required on the specific characteristics of different recreation sites and the level of the quality of these characteristics. 

A1.1.5.6  Other practical issues for implementation

Aside from the collation of appropriate survey data, the RUM requires econometric expertise. The timescale for analysis will typically depend on the length of survey stage and sample size. Given this, implementing the RUM approach may require a time frame from 6 months to one year, allowing for data analysis. 

A1.1.5.7  Principal outputs

Random utility models yield an estimate of willingness to pay for incremental changes in the quality of recreation site characteristics, which typically include environmental goods and services. These estimates of value are consistent with underlying economic theory of welfare.  

A1.1.5.8  Transferability of outputs

The transferability of estimates of the value of environmental goods and services is likely to be limited. Principally, the estimates of value which are derived are based on the relative levels of different characteristics for each of the sites included in the analysis; hence values may change if different sites were included in the analysis. Secondly, in terms of benefits transfer, it is necessary to assume that travel costs would remain constant in the study and policy site contexts.

A1.1.5.9  Key uses – decision-making context(s)

The RUM provides estimates of the use value associated with different characteristics (e.g. environmental goods and services) associated with recreation sites. As such, the RUM is suited to inputting to cost-benefit analysis of projects which may affect specific aspects of recreational sites. 

A1.1.5.10   Key uses – coverage of natural environment

As with the TCM, the RUM is suited to estimating the value of non-market environmental goods and services associated with open-access recreation resources such as national parks, woodland, forest, rivers, lakes, wetlands and coastal areas.

A1.1.5.11   Discussion

The RUM is closely related to the TCM. However, the key difference between the two approaches arises from the way in which the decision to visit a recreation site is assessed (Freeman, 1993). Within the TCM approach, individuals (or households) choose to make a visit or several visits to a site over a certain period of time. The RUM approach however, considers the point in time at which an individual (or household) decide whether to visit any site, and if so, which site. Hence the TCM is suited to explaining total visits to recreation sites over a period of time (i.e. demand for recreation over a season or year), yet within the standard TCM it is difficult to capture the role of site specific characteristic or qualities in influencing the choice of where to visit. In contrast, the RUM specifically focuses on the choice as to which site to visit. In particular, the decision as to which site to visit is determined by price (travel cost) and characteristics of different sites. However, within the RUM framework, it is difficult to explain total visits to recreation sites. Therefore, the weakness of one approach is the strength of the other and vice-versa. 

A1.1.5.12   Consideration of distributional impacts 

By definition the RUM only estimates the direct (recreational) use value of a particular site. Hence, those who are unable to access the site, yet a have a positive preference for the site (in effect, a non-use value) will not be accounted for in the analysis.

A1.1.5.13   Advantages and disadvantages

The explicit advantage of the RUM is the ability to estimate the recreational use value associated with changing environmental quality of sites in additional to the use value of a site in total as is found via the TCM. As with the TCM, RUM analysis is based on behaviour revealed from actual markets. 

However, as noted above, the ability to explain choice among alternative sites within the RUM framework comes at the expense of the ability to explain total demand for recreation. Hence the TCM and RUM are complementary methods for estimating the value of environmental goods and service from travel cost surveys, and the decision as to apply which will depend on the required output. In addition, the RUM is subject to similar disadvantages of the TCM, in particular the ability to collect sufficient data may be limited, while the definition and calculation of travel cost and the cost of time is just as an important factor as in TCM studies.  

A1.1.5.14   Conflicts and synergies with other methods

As noted, the RUM is an extension of the TCM, and essentially uses the same survey method as the TCM.

A1.1.6   Contingent Valuation Method

A1.1.6.1  Objectives

The contingent valuation method (CVM) is a survey based approach to valuing non-market environmental goods and services. The approach entails the construction of a hypothetical, or ‘simulated’, market via a questionnaire methodology where respondents answer questions concerning what they are willing to willing to pay (or willing to accept) for a specified environmental change. 

A1.1.6.2  Value concept encapsulated

Through application of the CVM, it is possible to estimate the total economic value of an environmental good or service, i.e. both use value and non-use (passive-use) value components, or the economic value held by users and non-users separately. 

A1.1.6.3  Theoretical basis

The CVM is based on the consumer demand theory which explains the factors determining demand, in this case, for environmental goods and services. These factors include tastes, attitudes, socio-economic characteristics, characteristics of the environmental good and service, the cost of (or avoiding) the environmental change and the price of other goods and services. Therefore, before asking a WTP or WTA question, a CVM questionnaire provides information on:

· An introduction to the general decision-making context;

· A detailed description of the good or service offered to the respondent;

· The institutional setting in which the good or service will be provided;

· The way in which the good or service will be paid for; and

· Reminders about respondents’ budget constraint including other things they may wish to purchase.

Essentially, this information describes the hypothetical market which respondents are required to engage in. The questionnaire also collects information about tastes, attitudes, prior experience of using or knowing about the good or service in question and the socio-economic characteristics of the respondents. 

The survey may either elicit the willingness to pay measure of economic value or the willingness to accept measure of economic value. Given that the WTP and WTA responses are elicited in the context of the hypothetical market presented in the questionnaire, the economic values estimated via the CVM are contingent upon this hypothetical market.   

A1.1.6.4  Process of implementation 

Applying the CVM requires a number of steps (see Bateman et al., 2002):

1. Development of the survey instrument (i.e. the questionnaire) for elicitation of respondents’ preferences for the non-market good - this requires (i) design of the hypothetical scenario, (ii) determining as to whether WTP or WTA is to be sought and (iii) specification of the scenario concerning payment or compensation. The initial design stage of the CVM implementation process is typically augmented by focus groups, one-to-one interviews, or workshops to aid the development of the survey instrument. In addition to the valuation scenario and other questions mentioned above, it is common practice to include a ‘debriefing’ section in which respondents state why they answered certain questions in the way they did. A final element of the design stage is typically a pilot survey which administers a draft questionnaire to a sample of respondents in order to test the survey instrument in the field.  

2. Implementation of the CVM survey instrument with a sample of the population of interest - the survey instrument may be administered in a number ways: on site or door to door face to face interviews, via remote telephone or mail surveys, or web-based surveys. Face to face surveys are the recommended approach.

3. Analysis of the survey responses – this typically has two elements: (i) estimation of average WTP/WTA from the sample data for the population of interest; (ii) estimation of WTP/WTA functions via econometric analysis to assess the determinants of WTP/WTA and to judge the validity and reliability of the surveys results. The analysis undertaken will depend on the elicitation format (the way in which the WTP/WTA questions in asked). These include open-ended (respondents can state any amount), dichotomous choice (respondents refuse or accept pre-specified amounts), or payment ladder (respondents are given a choice of amounts).

4. Estimation of aggregate or total WTP/WTA for the specified change in the provision of the non-market good of interest over the relevant population. This estimate of overall WTP may then be applied in decision-making exercises, for example, for use in cost-benefit analysis. 

A1.1.6.5  Data needs

Primarily, the CVM survey instrument will be designed to collate all data required for estimating WTP/WTA values and functions for the determining the main influences on respondents’ WTP. As mentioned above, consumer demand theory helps in deciding which factors to include in these functions. 

In addition, a crucial aspect of CVM survey design is ensuring that the survey sample is representative of the population of interest. Generally representativeness will be based on socio-economic characteristics (e.g. sourced from census data), since data typically do not exist on other factors that may be relevant, for instance prior experience of the environmental good or service in question.   

A1.1.6.6  Other practical issues for implementation

Reliable CVM studies are not simple (or inexpensive) to implement. As Carson et al. (2001) point out proper practice in CVM studies requires time to develop the survey instrument and to ensure that the non-market good or service to be valued is clearly explained along with the constructed market and payment method. Overall, from the initial design stages of the survey instrument to aggregating and reporting of results, practical implementation of the CVM could require six months to a year depending, particularly on aspects such as complexity of the issue of concern and sample size. Considering the constant developments in stated preference techniques (including CVM), leading practitioners should be involved in a study at least in a peer review capacity. Analysis of a CVM dataset; the estimation of WTP/WTA values and functions, as well as validity and reliability testing requires econometric expertise.     

A1.1.6.7  Principal outputs

The principal output from CVM studies are estimates of WTP/WTA for changes in the provision of non-market goods and services. These estimates of value are consistent with measures of welfare economics, the underlying basis of cost-benefit analysis. The CVM approach enables the total economic value (TEV) of an environmental good or service to be valued (i.e. use value and non-use value). CVM studies can also provide a wealth of information on the determinants of WTP and the influence of specific variables, such as income and geographical location. This implies that information from CVM studies can provide useful input into analysis of distributional issues concerning environmental goods and services.  

A1.1.6.8  Transferability of outputs

Much discussion has focussed on the potential use results from CVM studies in benefits (or value) transfer contexts. Fundamentally, the viability of transferring WTP/WTA values from the original context (the ‘study’ site) to a new situation for which an estimate of value is required (the ‘policy’ site) depends on the degree to which the contingent market (i.e. the good and the change in its provision as well the socio-economic characteristics of sample population) constructed for the original study corresponds to perceived market at the policy site. For further discussion see the benefits transfer fiche in this annex. 

A1.1.6.9  Key uses – decision-making context(s)

CVM studies may be utilised in a number of decision-making contexts including: inputting to cost-benefit analysis of projects, programmes and policies; demonstration of the importance of an issue; priority setting within a sector; determining marginal damages as the basis for an environmental tax or charge; and legal damage assessment (liability). A recent UK example is the use of the CVM in informing the Aggregates Levy (see DETR, 1999). 

A1.1.6.10   Key uses – coverage of natural environment

The CVM is particularly flexible and facilitates the valuation of a wide range of environmental goods and services, including those not currently provided
. Practical examples of application of the CVM are numerous. A bibliography of CVM studies in 1994 (Carson, 1994) revealed almost 2000 separate studies.

A1.1.6.11   Discussion

Much debate has focussed on numerous aspects of the use and reliability of the CVM. Indeed as Smith (2000) highlights the CVM has brought about the most serious investigation of individual preferences ever undertaken by economists. Much of the discussion concerning the CVM, which covers academic, policy and philosophical issues, can perhaps be attributed to the assessment of the US National Oceanic and Atmospheric Administration (NOAA) panel, which was commissioned to critically evaluate the validity of the CVM following the use of the CVM to assess the natural resource damages from the Exxon Valdez oil spill (for further information see Carson, 1996). The panel endorsed the use of the CVM in assessment of natural environment damages and set-out extensive guidelines for the implementation of CVM studies. More recently, a team of UK researchers prepared a guidance for the then DTLR on the use of stated preference techniques which was subsequently published as Bateman et al. (2002). The following gives a brief overview of the main areas of debate concerning the CVM. 

A principal criticism of the CVM focuses on the issue of familiarity; specifically that respondents are required to have experience with the non-market good or service in question in order for their responses to be meaningful. However, familiarity is typically only one factor in purchasing decisions of individuals (others being information from reviews, advertising, etc.) and the question of experience of a good or service extends to market goods and services as well (see Sugden, 1999). As Carson et al (2001) note, the time spent familiarising respondents with the good or service that is the focus of the CVM survey probably exceeds the time that the respondent would spend on purchasing decisions involving similar amounts of money. The key is for the CVM survey instrument to convey to respondents an understanding of what they are being asked to value, how it will be provided and how it will be paid for. 

A number of survey design, administration and analysis issues have also been highlighted. In particular, WTP/WTA estimates are sensitive to the way in which they are elicited and the key features of the constructed market. For example, different payment vehicles (tax, voluntary donation, etc.) will typically influence the extent to which individuals are willing to participate in the market; certain administration formats are likely to give rise to sample selection bias (e.g. mail surveys), and so on (for a comprehensive account see Bateman et al., 2002). Debate concerning these issues has generally led to the development of the CVM and improvements in its application, where high quality ‘state of the art’ studies are less likely to encounter such issues.   

Construction of a hypothetical market for a particular non-market good or service enables the results of CVM studies to be compared with economic theory. Here there are two key tests in relation to price and quantity. Firstly, the percentage of respondents willing to pay a particular price should fall as the price they are asked to pay rises. This effect is typically observed in all CVM studies. Secondly, respondent should be willing to pay more for larger amounts of the good or service. This is normally referred to as a test of ‘scope’. Sensitivity to scope is perhaps one of the most debated aspects of CVM studies (Carson et al., 2001). While scope insensitivity may be attributed to aspects of the CVM instrument design, some concern remains in relation to the use of CVM studies in valuing changes in small probabilities of health risk (see for example Beattie et al., 1998). Here the problem lies mainly in communicating low level risks to respondents. While price and scope test are unambiguous (e.g. as price rises, demand should fall; see Hanemann, 1995), conjectures concerning the relationship between WTP/WTA and income, or divergences between WTP and WTA measures, or on the effect of order in which a good is valued, are subject to income and substitution effects. Here, inferences based on the properties of marketed goods and services (which are price rationed) can be misleading with respect to non-market commodities such as environmental goods and services (which are public goods and are essentially quantity constrained) (for further discussion see Carson et al., 2001). 

A further concern often cited in relation to the CVM focuses on strategic behaviour of respondents, with regards to overstating or understating (‘free-riding’) WTP amounts. Crucially, whether or not respondents answer ‘truthfully’ depends on the elicitation format and the incentive structure presented by the survey instrument. In particular different elicitation formats differ in the degree of incentive compatibility offered. Namely, the dichotomous choice/referendum format offers a high degree of incentive compatibility, as do payment card, randomised card sorting and one and one-half bound dichotomous choice. Again, it is typically the case that adoption of ‘best practice’ can minimise doubts concerning strategic behaviour. 

In CVM applications, the terms reliability and validity have specific meanings. Validity relates to the correspondence between what is intended to be measured (e.g. WTP) and what actually is measured. Validity is tested through comparing the results of a CVM survey against the expectations based on the economic theory (hence the estimation of WTP/WTA functions) and the results of previous similar studies. The questionnaire design also includes tests such as consistency between responses to related questions and respondents’ attitudes to the questionnaire itself (e.g. do they find it clear and interesting or difficult and so on). Reliability, on the other hand, refers to the replicability of the measurement through comparison of repeat studies. Typically this is not carried out as frequently as validity tests due to time and resource constraints (see Bateman et al., 2002). 

With regards to non-use values elicited by CVM studies, much debate has focussed on the ‘warm glow’ motivation (Kahneman and Knestch, 1992; Desvousges et al., 1993), which does not reflect an individual’s preference for the good or service in question, but desire to register a ‘virtuous response’ and achieve ‘moral satisfaction. However, initial work on charitable contributions (Olsen, 1965; Becker, 1974) did not discount this form of altruism as a non-economic motivation. Moreover, a central tenant of economic theory is that of consumer sovereignty; here underlying motives are essentially irrelevant, all that counts is the welfare derived, not its source.    

A1.1.6.12   Consideration of distributional impacts 

A noted bias of the CVM (and indeed other preference based approaches to valuation based on underlying neoclassical theory) is that the WTP measure of value is constrained by wealth. In the simplest case, ability to pay may therefore restrict the responses of those in lower income groups and not adequately reflect the true preference of these groups for the environmental good or service in question. In effect, it is therefore left to decision-makers to make judgements concerning equity in this context. With this in mind though, the CVM survey instrument and sampling allow for separate collection of WTP/WTA and other information for different income or other socio-economic groups. Therefore, a distributional analysis can easily be conducted. 

A1.1.6.13   Advantages and disadvantages

Primarily, stated preference techniques (including CVM) are the only approach that can estimate non-use value associated with environmental goods and services. Furthermore the CVM approach to valuing environmental goods and services offers a great deal of flexibility; in particular the construction of a hypothetical market can be envisaged for numerous environmental goods and services at differing degrees of quality irrespective as to whether they have precedence. In addition the CVM enables a great deal of information to be collated and analysed from the target population concerning their attitudes towards, use and experience of environmental goods and service in addition to eliciting WTP/WTA amounts and WTP functions concerning the determinants of WTP. 

In terms of disadvantages, traditionally economic analysis has typically favoured evidence based on actual market behaviour via revealed preference methods over hypothetical approaches. However, it would appear that is necessary to trade-off this ‘real’ market data with data from hypothetical markets in order to account for non-use values, which can form a substantial proportion of total economic value and provide justification for preservation of the natural environment. Much emphasis should also be placed on ensuring that practical application of the CVM are guided by current best practice, particularly since the method is a focal point for much discussion concerning the measurement of individual’s preferences. This may imply that the approach is relatively expensive to undertake, although the cost of undertaking a CVM study should be viewed in comparison to the actions which are the concern of the decision-making context.    

A1.1.6.14   Conflicts and synergies with other methods

The CVM is flexible. For instance, one-to-one in-depth interviews, focus groups and workshops could be used to investigate methodological issues such as consumer versus citizen preferences. CVM studies may also be carried out in conjunction with travel cost studies or avertive expenditure studies since data necessary for these studies could be collected through a CVM questionnaire. 

A1.1.7   Choice Modelling

A1.1.7.1  Objectives

The term choice modelling covers a set of stated preference techniques which, via the use of surveys, elicit respondent’s values for environmental goods and services by asking them to choose between different scenarios characterised by different levels of environmental attributes and different associated costs.

A1.1.7.2  Value concept encapsulated

Depending on survey design, both direct and non-direct use elements of total economic value may be estimated. Note however, that not all choice modelling approaches yield estimates of value consistent with economic theory (see below).
A1.1.7.3  Theoretical basis

Choice modelling approaches are based around the notion that any good can be describe in terms of it characteristics (or ‘attributes’) and the levels that these characteristics take. For example, a lake may be described in terms of its ecological quality, chemical water quality of appearance. Likewise, woodland can be described in terms of its species diversity, age and recreational facilities. The following briefly summarises the different choice modelling approaches (see Bateman et al., 2002): 

· Choice experiments – in this approach respondents are presented with a series of alternatives and are asked to choose their most preferred. In order for estimates of economic value to be derived, a baseline option corresponding to the status quo or a ‘do nothing’ option is included in the choice set presented to respondents. With choice experiments, respondents are required to trade-off changes in attribute level against the cost of these changes. In addition, though, the baseline option implies that respondents can opt for the status quo at no additional cost. Data from choice experiments is typically analysed by econometric techniques based on the theory of rational probabilistic choice, enabling estimates of willingness to pay to be derived for different attributes of environmental goods and services.  

· Contingent ranking – in this approach respondents are required to rank a set of alternative options. Each alternative option is characterised by a number of attributes which vary in level across different options. In order for results from contingent ranking exercises to be consistent with economic theory, one of the options presented to respondents must represent the status quo. If the status quo is not included, then respondents are effectively ‘forced’ to choose one of the alternative options (neither of which they may actually prefer).  

· Contingent rating – with this approach respondents are presented with a number of scenarios and are asked to rate each one on a numeric or semantic scale. Notably contingent rating does no involve the direct comparison of alternative options. 

· Paired comparisons – in this approach respondents are required to choose their preferred alternative out of a set of two choices and to indicate their strength of preference on a numeric or semantic scale. Effectively a paired comparison exercise combines elements of choice experiments (selecting the most preferred alternative) and rating exercises (rating strength of preference).

A1.1.7.4  Process of implementation 

Regardless of the specific approach, choice modelling exercises typically feature the same common stages of implementation (Bateman et al., 2002):

1. Development of survey instrument (i.e. the questionnaire) – primarily, this initial step involves identifying the relevant attributes of the non-market environmental good or service in question. Attributes may be based on impacts arising from policy or project options or those thought to be significant to the preferences of respondents. Focus groups and/or cognitive testing are typically useful for this process. Once the attributes are determined, the survey instrument is developed via the assignment of levels to attributes (which should be realistic and span the range over which respondents are expected to have preferences). Statistical design theory is then used to combine the levels of attributes into a number of alternative scenarios to be presented to respondents (for more see Bateman et al., 2002; Louviere et al., 2000). From this, ‘choice sets’ may be constructed which provide the alternative options with which respondents are presented. As with the contingent valuation method (CVM), the choice modelling survey instrument will typically be tested via a pilot survey prior to its full implementation. 

2. Implementation of the survey – the survey instrument is administered to a sample of the population of interest. As with the CVM, the survey instrument may be administered in a number ways: on site or door to door face to face interviews, via remote telephone or mail surveys, or web-based surveys. Aside from the choice modelling exercise, the questionnaire will also collate information on the respondent’s attitudes, experience and use of the environmental good or service in question as well socio-economic characteristics in the same way as a CVM survey. 

3. Analysis of the survey responses – as outlined in Bateman et al (2002), analysis of choice modelling data sets can be quite involved. Initially data must be organised and coded according to the choice sets and attribute levels faced by each respondents. In the case of choice experiments, the dataset is typically estimated on the basis of limited dependent variable models, while contingent ranking datasets may be analysed by censored dependent variable models. Analysis of choice experiment data is in fact similar to that of the random utility model (see separate fiche, in particular the property of independence of irrelevant alternatives) where econometric methods focus on the probability that a respondent will choose a particular option (e.g. binary logit or multinomial logit/probit model – see Bateman et al., 2002). With choice experiment data, estimates of WTP are derived from the parameter estimates of the choice models. As with CVM surveys, analysis of choice modelling data also entails validity testing, particularly through the estimation of WTP functions.  

4. Aggregation of results – the final step of the analysis (in choice experiments) is to aggregate WTP estimation for the specified change in the provision of the non-market good of interest over the relevant population. This estimate of overall WTP may then be applied in decision-making exercises, for example, for use in cost-benefit analysis. 

A1.1.7.5  Data needs

Primarily, the choice modelling instrument will be designed to collate all data required for estimating preferences environmental goods and services and in the case of choice experiments, estimating WTP functions for the determining the main influences on respondents WTP. Aside from data on respondent WTP and information from debriefing questions, the dataset will also include information on respondent socio-economic and demographic characteristics, as well as information on respondent attitude towards the environmental good or service and their prior experience of the good or service. 

In addition, a crucial aspect of choice modelling survey design is ensuring that the survey sample is representative of the population of interest. Generally representativeness will be based on socio-economic characteristics (e.g. sourced from census data), since data typically does not exist on other factors that may be relevant, for instance prior experience of the environmental good or service in question.   

A1.1.7.6  Other practical issues for implementation

As with CVM studies, reliable choice modelling exercise are not simple to implement and take time to develop to ensure that the survey instrument and choice sets cover the range of scenarios required and that the procedure is clearly explained to respondents. Overall, from the initial design stages of the survey instrument to aggregating and reporting of results, practical implementation of the CVM could require six months to a year depending, particularly on aspects such as complexity of the issue of concern and sample size. Considering the constant developments in stated preference techniques (such as choice experiments), leading practitioners should be involved in a study at least in a peer review capacity. Analysis of choice modelling datasets; the estimation of WTP/WTA values and functions, as well as validity and reliability testing requires econometric expertise.     

A1.1.7.7  Principal outputs

Choice modelling (as practiced in choice experiments) can provide estimates of the total economic value of an environmental good or service, or estimates of use and non-use value separately depending on the valuation scenario. Choice modelling exercise also provide information on which attributes are significant determinants of the values individuals hold for non-market goods, as well as the implied ranking of these attributes amongst the relevant population.

A1.1.7.8  Transferability of outputs

Some forms of choice modelling, particularly choice experiments may be generalisable and therefore more appropriate from a benefits transfer point of view (see for example Morrison 1999). For instance, a forest may be described in terms of its attributes (e.g. species diversity, recreation facilities, age diversity, etc) and management decisions will typically involve changing the levels of these attributes. Hence knowledge of the marginal value of these attributes is useful, and choice experiments are ideally suited to estimate such values. Furthermore, since choice experiment models is based on attribute theory, they are particularly commensurate with hedonic and travel cost (RUM) models.  

A1.1.7.9  Key uses – decision-making context(s)

Depending on the approach taken, choice modelling can input into cost-benefit analysis of projects, programmes and policies (e.g. choice experiments and appropriate applications of contingent ranking which provide consistent economic values), or into decision-making contexts concerning the demonstration of importance of an issue, priority setting within a sector, determining marginal damages as the basis for an environmental tax or charge; or legal damage assessment (liability). 

A1.1.7.10   Key uses – coverage of natural environment

As is the case with CVM, choice modelling is particularly flexible and facilitates the valuation of a wide range of environmental goods and services, including those not currently provided. Traditionally choice modelling exercises have been developed in the domain of transport decision-making and marketing.

A1.1.7.11   Discussion

Principally, values derived from choice modelling exercises are relative, not absolute (Bateman et al., 2002). In order to transform relative values into absolute values which are of use for cost-benefit analysis and alike, one of the choices offered to respondents must represent the status quo (i.e. the ‘do nothing’ option).

In addition, in order to estimate the value of an environmental good, as distinct from a change in one of its attributes, it is necessary to assume that the value of the whole is equal to the sum of its parts. This presents two issues. Firstly there may be additional attributes of the good that have not been included in the choice exercise (although in practice these are captured by the constant term in the estimated model). Second, much debate has focussed on whether the value of the ‘whole’ is indeed the sum of its parts. Evidence from the transport field has suggested that whole improvements are indeed valued less than the sum of the component vales (Bateman et al., 2002). This issue is termed the ‘packaging problem’ in choice experiment exercises. This also demonstrates that as with other stated preference techniques, estimates of value are sensitive to the study design and constructed hypothetical scenario.   

A noted phenomenon in CVM studies is ‘ethical’ protesting, where typically a small percentage of respondents will refuse to engage in the hypothetical market which is presented to them. This implies unwillingness to trade-off environmental outcomes with monetary amounts (e.g. a ‘protest’ response). In contrast, choice modelling approaches may avoid this issue since there is no direct question asking for a monetary valuation of the good. Instead monetary valuations are indirectly inferred from choices, ranks and ratings by statistical techniques. 

A1.1.7.12   Consideration of distributional impacts 

As with CVM studies, the choices made by respondents may be constrained by wealth. This implies that the intensity of preference of poorer income groups may not be adequately expressed in the valuation process. However, the survey instrument will allow for separate collection of WTP and other information for different socio-economic groups, and consequently a distributional analysis can be conducted. 

A1.1.7.13   Advantages and disadvantages

Bateman et al. (2002) note one distinct advantage of choice modelling is that it can be seen as a generalised form of a discrete choice CVM study (e.g. a change or no-change scenario). However, in the CVM approach it is not possible to analyse the attributes of the change in question without designing different valuation scenarios for each level of the attribute, which would be a costly undertaking. However, since choice experiments can incorporate more than two alternatives, they are more suited to this form of analysis. In addition, choice experiments are more suited to measuring the marginal value of changes in the characteristics of environmental goods, which may be useful from a management of resources perspectives, rather than focusing on either the gain or loss of the good and more discrete changes in attributes.   

Choice experiments may also avoid some of the response difficulties which are encountered in CVM studies. For instance CVM studies using a dichotomous choice format may be subject to ‘yea-saying’ where respondents see a positive answer as a socially desirable response or as a strategic response. However, in a choice experiment setting, respondents get many chances to express a positive preference for a good over a range of payment amounts; hence such behaviour will likely be avoided.

In terms of disadvantages, more complex choice modelling designs may cause problems for respondents leading to an increased degree of random error in responses. Therefore it should be expected that as the number of attributes (or rankings increase) the likelihood of inconsistent responses will also increase due to limits in cognitive ability. 

Additionally, contingent rating and paired comparisons will not yield values consistent with economic theory due to the absence of a status quo option for respondents. 

A1.1.7.14   Conflicts and synergies with other methods

Choice modelling approaches demonstrate a number of synergies with other valuation approaches. In particular the design process and survey instrument is similar to that of CVM studies. In addition, this design process will normally make use of one-to-one in-depth interviews, focus groups and workshops in order to investigate the perceptions of individuals concerning the issue of interest. Choice modelling exercise may also be carried out in conjunction with travel cost studies since data necessary for these studies could be collected through the same survey instrument. 

A1.1.8   Benefits Transfer

A1.1.8.1  Objectives

Benefits transfer (or value transfer) is a process whereby information regarding economic value in one context is applied to a new context for which an economic value is required. As such the value of non-market environmental goods and services may be estimated on the basis of previous economic valuation studies (e.g. applications of the contingent valuation method, the travel cost method, etc). 

A1.1.8.2  Value concept encapsulated

Since benefits transfer relates to economic valuation methodologies, the approach can provide estimates of the total economic value of an environmental good or service, depending on the source study (or studies). For instance, transferral of results from a contingent valuation study may enable both use value and non value to be estimated, while transferral of results from a travel cost study will lead to an estimate of use value only.   

A1.1.8.3  Theoretical basis

In the terminology of benefits transfer, monetary estimates of the value of an environmental good or service are transferred from a ‘study’ good or site to a ‘policy’ good or site. The study good refers to the asset that is the subject of an existing valuation study, whilst the policy good is that asset for which a valuation is required. The simplest form of benefits transfer is to ‘borrow’ the estimated average willingness to pay (WTP) or willingness to accept (WTA) for some study good and apply it to the policy good context. This approach implies that the preferences of the average individual for the study good are an adequate description of the preferences of the average individual in the policy site context. Essentially this amounts to the assumption that WTP for the policy good is equal to WTP for the study good. This approach may be termed as ‘average (or mean) value transfer’ or ‘unadjusted unit value transfer’. However, the simplicity of this approach is subject to a number of caveats. Specifically there are a number of reasons why it would be expected that WTP will differ between two sites, implying that the transferred value is an inaccurate measure of WTP for the policy good. These include differences in the (Bateman et al., 2000):

· Socio-economic characteristics of the relevant study site and policy site populations;

· Physical characteristics of the policy and study goods;

· Valuation context, i.e. proposed changes in the quality and/or quantity of policy and study goods that are valued; and

· Availability of substitutes at each site.

Hence in reality, the policy good and the study good are unlikely to be identical. An alternative approach therefore is to adjust the study good WTP estimate in some way to account for the difference with the policy good. A common adjustment involves modifying the policy good WTP amount to account for differences in income (which is typically fundamental determinant of WTP) between the study good context and the policy good context. Alternatively, where there is the requirement to make multiple adjustments to WTP amounts the ‘function transfer’ approach may be applied. Rather than transferring unit estimates of WTP, the function transfer approach instead transfers information from the study good context to the policy good context regarding the relationship between WTP and a number of explanatory factors. Specifically, a WTP function (or ‘bid’ function) relates WTP for a change in a non-market good to changes in parameters of interest including the factors relating to (i) the good (e.g. price and characteristics of the good); (ii) the affected population (e.g. socio-economic and demographic characteristics and pattern of use of the good); and (iii) the change (e.g. the quantity and quality of the good available with or without the change of concern). With a function transfer approach, WTP for the policy good is predicted on the basis of the policy site value of these variables. 

A1.1.8.4  Process of implementation 

Undertaking a benefits transfer approach to the valuation of environmental goods and services requires a number steps:

1. Literature review – here a search is made for relevant economic valuation studies which consider scenarios similar to the policy good valuation context. 

2. From the initial search, an appropriate study (or studies) is selected, which provides the study good and the WTP results or function to be transferred to the policy good context. An important consideration to be kept in mind when assessing the merits of different study site studies is the expectation that, as noted above, WTP for a particular good will differ between different locations. Therefore, in order to minimise concerns relating to the ‘accuracy’ of transferred values, it is important to select the most appropriate WTP information from the most appropriate study. Hence, what is needed is a set of criteria for assessing the appropriateness of WTP surveys for transfer purposes. Such criteria include (Bateman et al., 2002): 

· Site/good characteristics should be the same, or differences should be accounted for;

· The change in the provision of the good being valued at the two sites should be similar;

· Study and policy sites must be similar in terms of population and population characteristics or differences in population must be accounted for;

· Studies should contain WTP functions showing how WTP varies with explanatory variables;

· Studies included in the analysis must themselves be sound; and

· Property rights should be the same across the sites. 

In theory, adhering to these conditions would enable a suitable ‘match’ to be made between the policy site good to be valued and its associated appraisal context and an existing valuation study from which to source WTP information. While not explicitly mentioned in the above criteria (but embodied within criterion (ii) and (iii)), geographical or spatial location is a particularly important consideration in assessing the appropriateness of a study for transfer purposes.

3. Adjustment of values – depending on the similarity of the study good context and policy good context it may be the case that the average value transfer approach is used. More likely though, differences in the policy and study site will require that some form of adjustment is made. In order to adjust WTP values or apply the function transfer approach it is necessary that supplementary data is collected for the policy site, in particular information on the affected population and their socio-economic and demographic characteristics and also their pattern of use of the good in question.

4. Aggregation – once WTP amounts have been transferred to the policy site, or predicted via the function transfer approach, the final stage of the process is the aggregation of WTP over the appropriate population for the policy good context. 

A1.1.8.5  Data needs

Fundamentally, the benefit transfer approach can only be carried out if a suitable valuation study exists which is a suitable match to the policy good context. In addition, it useful to have a number of suitable valuation studies which match the policy good context, in order to provide a range of results and enable key sensitivities in the value transfer process to be identified and accounted for. Benefits transfer exercises also require a substantial amount of data concerning the policy site. Firstly, this enables a comprehensive comparison of the socio-economic characteristics of the policy and study sites to be made in order to determine whether it is desirable to adjust WTP results. Secondly, data on the characteristics of the policy site enable a function transfer approach to be applied. 

A1.1.8.6  Other practical issues for implementation

A distinct appeal of the benefits transfer approach to economic valuation is its expediency and value for money properties in relation to commissioning original valuation studies. That said, the need to collate information on the policy good context can imply a survey is needed, particularly in the case of specific sites, where factors such as number of visits, knowledge or experience of the good are thought to be important influences on WTP. Given this, the time frame for value transfer exercises is subject to data requirements; potentially requiring 3-6 months. 

A1.1.8.7  Principal outputs

The principal output of benefits transfer exercises are estimates of WTP/WTA for changes in the provision of non-market goods and services. Where values are transferred from CVM  studies, benefits transfer exercises can enables the total economic value (TEV) of an environmental good or service to be valued (i.e. use value and non-use value). If results are transferred from revealed preference studies then benefits transfer enables an assessment of use value to be made. 

A1.1.8.8  Transferability of outputs

See discussion below.

A1.1.8.9  Key uses – decision-making context(s)

Benefits transfer exercises may be utilised in a number of decision-making contexts including: inputting to cost-benefit analysis of projects, programmes and policies; demonstration of the importance of an issue; and priority setting within a sector. 

A1.1.8.10   Key uses – coverage of natural environment

Benefits transfer offers the potential to value a wide range of environmental goods and services so long as they have been subject an original valuation study. Use of benefits transfer is facilitated by access to databases of economic valuation studies which allow suitable study goods to be identified and provide information relevant to the transfer of WTP information. Currently, the most comprehensive database is the Environmental Valuation Reference Inventory (EVRI, see www.evri.ca).

A1.1.8.11   Discussion

The notion of benefits transfer is, at first glance, an appealing concept. Certainly the ‘value for money’ property, in terms of both time and effort spent, is desirable in relation to the assessment and appraisal of projects, programmes and policies that impact upon natural environment. However, expediency must be traded-off against fundamental questions concerning the accuracy of benefits transfer. Primarily, these concerns have arisen from empirical studies that have sought to determine the reliability of value transfer in different situations. Typically the validity and reliability of value transfer may be tested by carrying out identical economic valuation surveys that focus on the same non-market good either at different locations or at different points in time and across two or more different sample populations. Subsequent comparison of the results from these surveys across the different populations may reveal whether or not any significant differences exist in either average WTP values or estimated bid function coefficients (Brouwer, 2000). Generally, empirical assessments of value transfer provide inconclusive findings as to the accuracy of both unit and function transfer approaches. In particular errors reported by various studies range widely and there is no overwhelming evidence to suggest that one approach to value transfer has proved to be more successful than any other. 

With regards to choice of approach (i.e. unit transfer or function transfer) a typical supposition is that function transfer is the most conceptually appealing approach to benefits transfer since it allows for more control of factors that may vary between study site and policy site (Pearce et al. 1994). Therefore policy good WTP values arrived at through this approach may be seen, at least conceptually, as more accurate than those provided by unit value transfer. However, as noted, empirical tests of the accuracy of value transfer have not enabled an over-riding conclusion to be made on this point. 

Ideally, an application of benefits transfer will source WTP information from a ‘reliable’ valuation study and will take appropriate steps to ensure that any differences between study and policy goods and the change in their provision and differences between study and policy site population characteristics are minimal. This would imply that doubts concerning accuracy of the value transfer exercise are minimal and that the decision-making process of interest is informed by economic values that are as reliable as can be expected. Regardless however, benefits transfer exercises are subject to an inherent degree of uncertainty concerning the match between the study good context and the policy good context. Where ‘accuracy’ in valuation is required, for instance in the setting of taxes or charges relating to environmental externalities or the legal assessment of damages and liability, benefits transfer is unlikely to be a suitable approach to valuation. However, where indicative assessments of the monetary value of environmental services are required, benefits transfer can provide a useful input into decision-making, although emphasis should be placed on the requirement to make explicit the assumptions and adjustments made to the WTP information. 

A1.1.8.12   Consideration of distributional impacts 

Use of adjusted unit transfer and function transfer approaches to benefits transfer enables an explicit account to be made for differences in socio-economic variable to be made in the estimation of WTP at the discretion of the analyst. 

A1.1.8.13   Advantages and disadvantages

The principal advantages of benefits transfer is its expediency and cost-effectiveness, enabling decision-making to be informed in a relatively short period of time on the likely range of monetary value that may be attributed to non-market environmental goods and services. Adjusted unit transfer and function transfer approaches to benefits transfer also enable the analysis to modify WTP according to likely determinants of WTP, giving the transferred values a certain amount of sensitivity to key differences in the study good and policy good contexts. 

The main disadvantages of benefits transfer focus on questions of accuracy in the values derived in relation to original valuation studies. However concerns regarding accuracy are a necessary trade-off if otherwise decision-making will not be informed as to the likely monetary value of environmental goods and services. The other principal disadvantage of benefits transfer is that the approach cannot be used if there are no existing studies that have investigated the value of the environmental good or service in question, which provide suitable WTP information to transfer to the policy good scenario. 

A1.1.8.14   Conflicts and synergies with other methods

In theory, application of benefits transfer is compatible with all economic methods for valuing environmental goods and services provided conditions concerning the commensurability of the study good and policy good contexts are satisfied or adjusted for. 

 Deliberative and Participatory Valuation Methods

A1.1.9   Questionnaires and Interviews

A1.1.9.1  Objectives

Questionnaires aim to elicit statistically significant information on public attitudes, attributes, behaviours, the reasons behind these, and so on. Interviews may focus less on statistical significance and more on detailed discussions of the issues and how respondents think and behave.  A key interest in questionnaire research is often the ability to analyse correlations between demographic and attitudinal factors, and to explore links between responses to different questions using statistical tests and regression analysis.

A1.1.9.2  Value concept encapsulated

In theory, any concept of value can be captured via questionnaires and interviews, from general statements of ethical principles through to concrete choices between specific conflicting options.  The questions can be framed in “consumer” or “citizen” contexts, though the ways in which respondents choose to reason and respond can not be controlled.  Questions can cover monetary values, including stated monetary values, and/or values as revealed through (stated) behaviour: several non-market economic valuation methods are dependent on questionnaires or interviews.  

A1.1.9.3  Theoretical basis

In asking individuals to respond to pre-prepared questions, questionnaires may range from quite general issues and attitudes to highly specific questions about particular issues, policies or behaviours. One or more questions may involve economic valuation of an environmental good or service via some stated preference technique although generally in such cases the whole questionnaire is designed around the valuation instrument, rather than the valuation forming a small part of a questionnaire (for example, see contingent valuation fiche).

If the questionnaire is administered face-to-face or as a telephone survey it is often the case that a survey professional will conduct the exercise. Sampling of respondents is often based on some form of demographic quota, and results may be weighted to fit population descriptors (e.g. age, gender, class, geographical area, income). Postal and internet surveys may also attempt weighting of the results rather than the sample (which is much harder to control).

Questions will often be pre-coded (e.g. agree/disagree, on a scale of 1 to 5, etc.) though there may be a limited number of open ended questions allowing respondents to make more discursive responses (which can then be difficult and/or time consuming to code and analyse). Generally respondents will not have the opportunity to seek additional clarification.

Interview techniques can range from straight questionnaires through semi-structured to depth interviews. The continuum is from a clear set of coded questions to a format in which there is a general set of topics to be covered but many responses are open and un-coded, and the interview becomes more of a discussion between respondent and interviewer.  This then requires skilled and knowledgeable interviewers who can follow up with supplementary questions where required. This is a task for researchers in the area rather than survey professionals.

A1.1.9.4  Process of implementation 

Any questionnaire will require the following stages:

1. Scoping the issue, framing key topics for questions, setting initial questions - this stage will involve review of existing knowledge, and may draw on additional focus group or other stakeholder work.

2. Identifying population for survey and selecting survey method (e.g. postal, telephone, internet, face-to-face).

3. Pre-testing questionnaire with a small pilot sample - this may often be coupled with individual or group debriefing, or discussion during the questionnaire, relating to how the questions are being answered, how any information provided is understood, what additional information respondents feel they need.

4. Redrafting questionnaire in line with pre-testing results and retesting if necessary.  Usually it is difficult and costly or impossible to go back to the same set of respondents with supplementary questions, so it is important that all issues are resolved prior to the main survey phase. 

5. Implementing questionnaire - often this is contracted out to survey professionals.  Particular care is needed over precise instructions for reading questions, routing through questionnaire (e.g. ‘if yes go to …’, ‘if no go to …’), clear coding for responses, how to deal with non response (e.g. is ‘don't know’ allowed or should the interviewer probe or suggest?). Demographic quotas are important because response rates can vary greatly. For example, it is quite easy to get hold of retired people in a phone survey, but it can be difficult to sample younger, employed demographic groups. 

6. Collating responses - often this is done automatically during the questionnaire through use of computer-aided surveys. For postal surveys, or face-to-face ‘on paper’ surveys, manual data entry is needed.

7. Data analysis - this may involve refining or coding ‘open-ended’ responses. Statistical analysis of responses may include cross-correlations, regressions and other techniques. Generally for a normal-sized dataset there will be many possible analyses that could be carried out, however the choice of analysis is typically made based on theory, areas of interest and the properties of the data. Data mining software may be used to carry out large numbers of automated analyses.

8. Presentation of results - the format will depend on the intended use, but will usually involve some summary of the key features of basic responses, some reporting of demographic explanations for observed responses, some reporting of cross-correlations between responses (e.g. between demography and attitudes, attitudes and behaviours etc.). This may involve combining results with other research results.

A1.1.9.5  Data needs

Prior to designing the survey, often some kind of literature review and/or pre-questionnaire scoping study is undertaken to discover what is known and what the key questions/uncertainties are. This then informs the questionnaire development. The questionnaire itself generates the data for analysis, while information on population demographics is needed in order to apply sample selection/weighting.

A1.1.9.6  Other practical issues for implementation

Questionnaires and interviews can be quite lengthy procedures, given the need to scope, pre-testing, redrafting and implementation. If a national ‘omnibus’ style survey is to be used, the research needs to fit in with a pre-determined timetable of deadlines set by the survey company. Typically at least a month or two will elapse between handing over the questions and receiving the data. Postal and internet questionnaires will also require a similar timeframe. Data analysis can be quite demanding, depending on the number of questions and the nature/size of the sample. It is possible to carry out very quick surveys with just one or two questions, but these are of limited interest for serious research purposes (partly because much of the interest lies in the ability to cross-correlate responses). Researchers must be familiar with statistical techniques; usually a specialised data-analysis package will be used. An additional practical consideration is that it is necessary to ensure that data storage and reporting conforms to the Data Protection Act, etc. (note that this also applies to other methods). This can be particularly pertinent in a broader sense if involving business representatives in the survey sample. Issues of corporate confidentiality often need to be addressed with an assurance of participant anonymity in subsequent analyses and reporting.

A1.1.9.7  Principal outputs

The basic outputs of questionnaires and interviews will take the form of proportions of population responding in a particular way to a particular question. Beyond this, the interest is primarily in the statistical analysis of responses, in particular (a) explaining response proportions in terms of demographics and (b) correlating responses across different questions, for example, linking particular stated behaviours to particular stated attitudes or values. Usually the results will be written up in the form of a report, which may be ‘glossy’, and will often make substantial use of graphs, charts, tables and other ways of presenting the data.  This may be combined with other outputs (e.g. focus group results) relating to the same topic.

A1.1.9.8  Transferability of outputs

Questionnaires will usually produce transferable results if the sample size is adequate and the sample has been randomly selected to fit a demographic quota. It may even be possible to transfer to other populations within the same culture by correcting for demographic differences.

A1.1.9.9  Key uses – decision-making context(s)

The questionnaire approach is suitable for meeting any requirement for basic data on views, behaviours and so on as well as for research exploring underlying reasons and correlations. However the approach it is not participatory and can not really be implemented within a deliberative setting (but the results of surveys might provide background data for deliberative processes). Therefore questionnaires may be useful either at an early stage in decision making, or where it is unlikely that full participatory approaches will be used but there is nevertheless a desire to take citizens' views into account. Questions can also be directed at estimating policy impacts/effectiveness, for example trying to find out how respondents might alter their behaviour under a particular policy (for example, how behaviour might change if an eco-tax were introduced). However, there is always a problem here going from stated (hypothetical) intentions to actual responses, and further concern about the potential for strategic responses.

A1.1.9.10   Key uses – coverage of natural environment

Questionnaires can be applied to cover any natural resource or issue. However, where the resource in question is unfamiliar or poorly understood, or where the issues relate to complex human-environment interactions where the general public is unlikely to be well informed or to have considered the issues, there may be limited value in a questionnaire approach. This is because questionnaire time is expensive, and the level of attention/patience is likely to be much less than in a group discussion, so there are limits on the amount of information that can be provided and the amount of thinking time respondents can be allowed (or will take). Hence the technique is best suited to ‘taking the pulse’ of existing attitudes on environmental issues and behaviours, rather than engaging the public in complex reflection on new and challenging topics.

Because of time/attention constraints, there is a limit on the number of questions and therefore the number/depth of topics covered.  One way of reducing this problem can be to use split sample designs, where different questionnaires are used for each sub-sample, with some questions in common to all versions.  This can give maximum statistical representativeness for the questions of key interest, while allowing a wider exploration of secondary issues with lower sample sizes.  Careful design is needed in such cases to ensure that all statistical analyses of interest will be possible with the combinations of survey version/sub-sample achieved.

A1.1.9.11   Discussion

If done well, questionnaires can produce reliable and statistically significant results. However, the methodology can be abused. For example, short questionnaires with leading questions can be used to pad out press releases with ‘information’ of the "8 out of 10 cats prefer..." variety.  Hence the results of surveys should be interpreted with care, in conjunction with their questions. Reporting should always include the exact questions, and it is important to avoid interpreting results out of context. Misleading graphical presentations are quite common and must be avoided.

In planning research, the questionnaire pre-testing phase is crucial. Ideally, this can be combined with some form of focus group or other debriefing in which the researchers can explore how the respondent dealt with the question, allowing any ambiguities or other misunderstandings to be identified and addressed. More generally, focus groups or other discursive methods can be a useful part of the early design process, helping to shape ideas of the key features of the topic which people find interesting or relevant, or are concerned about; with questions then being aimed at investigating these features in the population at large.

A1.1.9.12   Consideration of distributional impacts 

Non-response bias is potentially a significant problem with questionnaires, both in terms of questionnaire non-response (where certain groups in the population may be more likely than others to refuse to take part) and item non-response (where certain groups may be more likely than others to refuse to answer particular questions, for example, many people refuse to give their approximate incomes). This can be a particular problem if non-response is related to the ‘true’ answer, for instance, if people whose true view of a question is ‘No’ are more likely to refuse to answer it than those who think ‘Yes’. To some extent, bias (especially questionnaire non-response) can be corrected for by weighting the results according to comparison between the sample and population demographics.  But care still needs to be taken in interpreting weighted figures where the “base” of actual respondents in a particular category (of weighting “type”, of a given opinion in a question) is small.

A1.1.9.13   Advantages and disadvantages

Whilst face-to-face surveys are usually more are expensive they will typically give better quality data and also allow for visual information to be used. Postal and internet surveys can be cheaper to conduct but it is hard to obtain a good response rate or an unbiased sample.  Also, it can be hard to control the order in which questions are asked. A possible exception is an internet survey which controls the question and information order quite precisely (and even to vary randomly across the sample to give different ‘treatments’), and is able to make specific measurements which can help explain answers, check engagement and so on. For example, alongside answers, additional information can be logged such as exactly how long a respondent spent looking at a question, whether or not ‘pop-up’ links for addition information were clicked on, and so on.

With questionnaires, it is not possible to revise the questions once the survey starts. ‘Fixing’ a problem identified halfway through the survey stage means different respondents will have answered different questions, and so comparison of responses is flawed. Again this emphasises the essential element of comprehensive pre-testing.

Questionnaires are very suitable for tracking changing attitudes over time.  The same questions can be repeated at suitable intervals with a new sample from the population.  Since sample sizes should be large enough to give statistically representative results, the results from different surveys can be compared.  Care may be needed to control for the possibility of question order effects and so on if the questionnaires include some of the same questions from previous research, but some are dropped and new ones added (as will often be necessary to keep the survey “up to date” with new developments in policy, knowledge and so on).

A1.1.9.14   Conflicts and synergies with other methods

Questionnaires and interviews have clear synergies with economic valuation methods, where a survey is often an essential part of the method (e.g. travel cost method, stated preference techniques).  How effective or accurate a questionnaire can be in eliciting a particular type of value may vary from case to case, and much of the research in non-market valuation relates to ways of improving the survey techniques used for eliciting information from respondents. 

More generally, questionnaires can provide useful background data for decision-making and deliberative processes of all sorts.  While questionnaires are not really a substitute for participation they can be a very useful as a complement to participatory results, which generally suffer from a lack of statistical significance or ‘true representativeness’. Interviews and questionnaires can also be used to recruit participants for further research.  This can be as simple as adding a question "would you be willing to take part in …?", but often advantage can be taken of the opportunity to select participants such that a spread of demographic characteristics, attitudes and behaviours is represented in the focus groups, jury, etc.

A1.1.10   Focus groups, In-depth groups

A1.1.10.1  Objectives

Focus groups aim to discover the positions of participants regarding, and/or explore how participants interact when discussing, a pre-defined issue or set of related issues.

In-depth groups are similar in some respects, but may meet on several occasions, and are much less closely facilitated, with the emphasis being more on how the group creates discourse on the topic. 

A1.1.10.2  Value concept encapsulated

In theory focus groups and in-depth groups can consider any concept of value. Generally, monetary valuation of an environmental good or service is not the objective of the exercise (but see below). More likely, the group will focus on how to choose between conflicting objectives, or on what decision should be made in a particular circumstance, or on the reasons underlying particular behaviours or responses to policy. The format does not necessarily encourage "citizen" values, indeed it can concentrate on private motives for behaviour, but the format also lends itself to consideration of what society should do.

A1.1.10.3  Theoretical basis

Focus groups and in-depth groups are research methods which can be integrated into deliberative processes.  That is, these methods have developed as tools for understanding how individuals and groups frame and understand different issues and policies. However this can also be used as a part of a deliberative process in which the participants themselves might use the focus group to understand their own and others' attitudes prior to other aspects of group work, such as taking part in a citizens' jury.

Work with small groups can be grounded in a variety of theoretical frameworks.  For example, sociological theories of ‘symbolic interactionism’ draw on the idea of humans as social beings.  The sense of being a unique individual derives from our total immersion in the relational processes of social interaction which constitute the contexts of everyday life.   Communicative processes (talk, actions, representations, discourses etc) are fundamental elements of social interaction and provide part of the rules/structures within which individuals play their parts.  There are other possibilities: a social theoretical approach holds that preferences are personal expressions, whereas values find embodiment in social actions and the organisations that support them.  How nature is valued, therefore, cannot be separated from the ways in which society is organised and functions.  In-depth groups draw their principles and practices from Group Analytic theory, and aim to give maximum freedom to participants to define and develop their own discourse.   

What small groups do – to a greater or lesser extent – is to provide structured opportunities for social interaction in which the participants are able to communicate with one another to explore different elements of whatever is the substance of the enquiry.

A1.1.10.4  Process of implementation 

The practical undertaking of a focus group/in-depth group typically entails a number of stages:

1. Identifying issues for discussion and preparation of the protocol for the focus group plus any information or other materials to be used.  

2. Identifying the population from which to recruit, and recruiting participants.

3. Arranging and carrying out focus group/in-depth group meeting(s). This involves the use of a facilitator whose role is to ensure that all participants engage in the discussion. Notably the facilitator should not provide a biased ‘lead’ to the discussion while still ensuring that the protocol is followed and that all points of key interest are followed up. It is also usually the case that a summary of the discussion is produced during the group (normally by a second facilitator) which is presented to participants at the end of the group, allowing them to comment on any inaccuracies or additions they would like. 

4. Typing up a transcript of the group’s discussion, and analysis of data - this stage is highly dependent on how the group was run and its main purpose. Focus groups are normally audio and/or video-taped which provide the data for analysis.

5. The results will be written up. In a focus group (or series of focus groups) this will be done by the researcher, whilst for in-depth groups, it may be a group exercise.

6. Feedback may be provided to participants after the focus groups have been completed and analysed, in order to provide some information on how their participation will be used/is being used.

The analysis stage can vary quite widely.  The basic idea is to analyse the discourse in the group; in particular the ways in which small groups of people discuss, and the distinctions that may be drawn from these discussions.  This will often include statements about how social positioning (gender; ethnicity; social grade) may contribute to discourse. The goal is to build a conceptual framework that derives from systematic analytical comparisons between transcripts, often described as coding and a process of ‘grounded theorising’ i.e. the concepts emerge from the data, often in an inductive way.  At its most basic, this can involve manual analysis, picking out key quotes to represent different points of view. More generally, software such as NVivo and N6 (formerly NUD*IST) is used for systematic and detailed analysis of the discourse.    

A key difference can be that, within this discourse analysis framework, researchers often try to homogenise groups internally (e.g. a group of single mothers, under 30, with 2 children) whilst maximising heterogeneity between groups.  In other cases, however, the groups may be more “randomly” assembled.  

Analysis will also involve quantitative or qualitative results of any exercises the group undertook, for example scoring different options and so on.  Focus groups are generally qualitatively based and quantitative assessment is difficult, other than through any specific exercises aimed at this.

For in-depth groups, or focus groups meeting twice or more, there may be exercises for the group to complete in between groups. For example, keeping ‘participants' diaries’ of any thoughts, behaviours, media information, etc. they have noticed which relate to the group topic.

Focus groups are closely facilitated, and usually the facilitator will introduce some information for the group to consider. The group will typically follow a pre-arranged protocol (though deviations may be possible, these may be limited by the desire to follow the same protocol across several groups). Often a variety of small-group techniques are employed (ice-breaking exercises, turn-taking responses to questions, structured used of flipcharts/boards, using post-it-notes to collect ideas and so on). 

In-depth groups are in some respects similar to focus groups, but meet several times to give detailed attention to an issue.  Though facilitation is used, in-depth groups are left much more freedom to develop the discourse on the topic in their own way, and the focus of analysis is much more on the process of developing discourse.  Part of the output from an in-depth group may be produced by the group itself in the form of a report. 

In-depth groups can be considered as being at an intermediate position on a continuum between short focus groups and full-scale citizens' juries/consensus conferences.  Along this continuum, though the specific methods and data used vary, the basic idea remains group discussion and deliberation, and the key difference is the amount of time and effort which participants are asked to contribute.

A1.1.10.5  Data needs

It is typically the case that quite general information concerning the focus group/in-depth group issues is provided to participants. Normally this tends to be less detailed and technical than for more in-depth consultative techniques. Primarily, most interest is placed on information and attitudes the participants ‘bring with them’.  

With regard to the provision of information, there is a ‘grey area’ concerning requests from participants for factual clarification. In particular, should the facilitators (who may not know much about the topic) or the researchers (who should, but who may not wish to “bias” the group with their views) be involved in answering questions? Or, alternatively should the information provided be considered the only external information the participants should have? Such an issue may be less of a worry for in-depth groups where verifiable data can be produced at the next meeting, and where there is likely in any case to be more emphasis on providing information for the participants to discuss and respond to.

A1.1.10.6  Other practical issues for implementation

The actual focus group/in-depth exercise will usually be up to two hours in duration, or sometimes a little more with a break for participants. Additionally, in-depth groups will meet several times, sometimes with several weeks between meetings. From a practical point of view some organisational work is required (e.g. recruiting participants, scheduling groups, writing up transcript and analysis). Groups will often have one facilitator and one assistant tape-recording and taking notes.  Transcription and analysis follow the group: the whole process will typically require at least 5 person-days per group if not more. In-depth groups clearly have greater organisational requirements, moving along the continuum to the major undertaking of citizens' juries. In terms of participants, groups will usually have at least 6 members (plus facilitators) and at most 15 or so. Groups with higher numbers of participants may be difficult to manage as a single group, and although splitting into sub-groups is possible, this may make it difficult for facilitators to follow the process properly. A ‘normal’ group will have 8 to 12 members. Participants are generally compensated for their time, though for single short-session groups (say 2 hours) payment can be small or "in kind".

A critical issue in running group consultations is the provision of information.  A coherent non-controlling strategy for providing it is needed. 

A1.1.10.7  Principal outputs

The unprocessed output of focus groups and in-depth groups will be a transcript of the discussion. Analysis of the discussion generally involves highlighting key threads, identifying areas of general agreement, identifying areas of disagreement and conflict, and often trying to explain the discourses/reasons underlying common views and points of disagreement. The output can be used to generate key areas for further investigation, for example via questionnaires (if research driven) or by hearing expert evidence (if part of participatory deliberation).

A1.1.10.8  Transferability of outputs

Focus groups generally do not aim for statistical representativeness, or to make claims about individual views, but focus rather on qualitative analysis of how small groups discuss issues.   The transferability of outputs from focus groups and in-depth groups is therefore difficult to assess but provided a range of “types” of group are held, some general conclusions on factors influencing the group discourses should be available.  

A1.1.10.9  Key uses – decision-making context(s)

Focus groups and in-depth groups have a broad range of possible uses, from stand-alone research, to initial scoping and framing phases in questionnaire research, to better understanding/improving economic valuation exercises, to use as one of many components of a wider deliberative process. The groups can be used with the general public, with experts or decision-makers. As a rule, these shorter-length group techniques are likely to be more suitable for relatively early stages of analysis and deliberation rather than for later stages of assessment when deciding from among identified competing options is required. However if groups are combined with MCA-style approaches, detailed option analysis is more feasible, using the groups to provide weights for the MCA.  Focus groups can also be used as an aid to conducting stated preference surveys, or to designing questionnaires more generally, in particular for understanding how respondents interpret questions and information presented, and what they are taking into consideration when they respond.

A1.1.10.10   Key uses – coverage of natural resources

Conceptually there are no limits to the issues that may be covered in focus groups and in-depth groups. However, highly contentious issues may give rise to “difficult” group dynamics.  So focus groups might not be suitable for exploring difficult local issues with highly entrenched positions on different sides.

A1.1.10.11   Discussion

With focus groups and in-depth groups there is the risk of bias in discussions resulting from ‘willingness to speak’ and ‘ability to speak’. In particular, some participants may not be able to express their view. Notionally, good facilitation will be able to avoid this, and also the related problem of one or more excessively dominant speakers, without overly directing the discussion.  Likewise, bad facilitation will not, and/or will unconsciously influence the group towards the view held by the facilitator. In this sense, the ‘validity’ of the group exercise is critically dependent on the training and ability of the facilitator.

A1.1.10.12   Consideration of distributional impacts 

As noted above, with focus group and in-depth group exercise there is the risk of bias towards those who are better speakers, more persuasive, less shy. There may also be bias towards those who have more time to participate in such exercises, although to some extent this can be addressed by compensation payments.  There may be bias towards those with an interest in the issue, unless recruitment takes place without specifying the topic (which can pose its own problems). 

A1.1.10.13   Advantages and disadvantages

A distinct advantage of focus groups is that they can fit well with other approaches. For example, they may be used as a research tool in order to help researchers to understand how individuals frame and understand the issues. This can be useful for designing questionnaires (including for economic valuation) and other research or deliberative process protocols. Focus groups can also be used after economic valuation questionnaires, helping researchers to understand how individuals have responded to the choice or valuation exercises, what information they have considered and so on. This can be especially useful at the design and testing stage of a stated preference study, helping to uncover what information is used and how. Alternatively, focus groups and valuation can be more fully integrated, even to the extent of allowing participants to change their valuation or choice responses after group discussion.

A1.1.10.14   Conflicts and synergies with other methods

The most obvious synergies of focus groups, as noted above, are that they can serve as a pre-testing and initial design stage for questionnaire and stated preference approaches, and as a forum in which to elicit weights for MCA approaches. 

A1.1.11   Citizens' Juries and Consensus Conferences

A1.1.11.1  Objectives

Citizens’ juries are intended to obtain carefully considered public opinion on a particular issue or set of social choices, where a sample of citizens has had chance to consider evidence from experts and other stakeholders and hold group discussion on the issue at hand.  

This fiche focuses primarily on citizens’ juries.  The related consensus conferences differ in several respects. They aim for consensus, and involve more briefing and meeting of participants before the conference itself.  They are generally open to the public.

A1.1.11.2  Value concept encapsulated

Potentially citizens’ juries can capture all values in a framework of deliberative choice. Generally the emphasis is on citizen values rather than private values, and values are not expressed quantitatively or directly.  It is however possible to integrate jury-like activities with economic valuation using stated preference techniques (see e.g. Kenyon, 2001; Hanley and Nevin, 2001).

A1.1.11.3  Theoretical basis

Group dialogue based approaches such as citizens’ juries aim to build informed preferences through the process of dialogue between the public, experts and politicians, and to reach some final summary of this informed public opinion.  The key points of this process are:

· the participants are ordinary citizens, generally a stratified sample recruited to match attitudinal and/or demographic quotas;

· they are able to hear evidence from and cross-examine a range of witnesses  (often experts, generally not more than 10 or so).  Though individual witnesses need not be neutral, in so far as is possible a  balanced cross-section overall of the science, policy and lay knowledge should be available to the jury ;

· they are given the time and facilities to discuss thoroughly the evidence and the underlying issues; and

· the work and resulting report are understood to be part of the democratic process and not a rubber-stamping exercise.

The scope of the exercise should be focused on a particular issue or problem, or set of related problems (which could be quite wide-ranging), but in all cases the scope should be clearly set out.  In Citizens’ Juries this is done in the form of a “charge” on which a jury is to find a “verdict”.  A focussed “charge” is needed, but evidence relating to this may come from a variety of different fields. This charge could be a valuation question, with witnesses providing evidence on the different information needed to reach a valuation.   

A1.1.11.4  Process of implementation 

Practical implementation of citizens’ juries may include some but not necessarily all of the following:

· Background research on issues, stakeholder mapping, setting questions (which might itself involve some participatory exercise).


· Recruitment of a range of participants, covering:

· Jury – typically about 12 to 20 people, chosen so as to ensure representation of diverse social groups (or sometimes, specific groups whose voice is not usually heard). Their role is to represent the community, to listen to and question witnesses, to discuss cooperatively and collectively develop a response to the questions, and to prepare a report (facilitators may aid here).

· Witnesses - individual experts who provide a written and/or oral presentation of their evidence, in terms suitable for a non-expert audience, and answer cross-examination on their topic. Often jurors can select which witnesses they wish to cross-examine, or can request additional witnesses.

· Facilitators – attempt to ensure that everyone on the jury has equal opportunity for a voice, and generally ensure that the process runs smoothly and efficiently.

· Oversight Panel – individuals aiming to ensure that a range of perspectives are provided to the jury, with no single perspective or policy option being over-represented. This may include those supporting the jury financially, and those with specialist knowledge.  There may be a separate Science Advisory Panel to give advice on technical aspects, witnesses and so on. 

· Meetings - juries will generally meet several times, and/or over several days. Often initial meetings will be to ‘break the ice’, to talk around the topic, and select which witnesses to hear. Logistics for hearing from witnesses then need to be arranged.  

A1.1.11.5  Data needs

Data and information required for citizens’ juries will typically include basic background research and briefings, some form of stakeholder mapping or other means of identifying key expert witnesses, written and/or oral presentations of expert evidence plus any supporting data or literature which the jury may require or request. As Lenaghan et al., (1996) point out, the difficulty is ensuring that this information is neutral, at least on balance.

A1.1.11.6  Other practical issues for implementation

Typically citizens’ juries are very labour intensive. For researchers, facilitators, jurors and witnesses expenses and compensation for time must be allowed for as well as the costs of meeting facilities and support. The time scale for the process will likely involve several months (though not all parties in the process will be required for the whole period) implying a significant financial cost. Other practical issues relate to the procedure for dealing with factual inquiries (Lenaghan et al., 1996). Here, the science advisory panel can help, since the facilitators are typically not issue-specialists.

There are issues surrounding whether the jury will aim for consensus, majority voting or some other way of reaching its verdict. This needs to be clarified up front.

A1.1.11.7  Principal outputs

Primarily a citizens’ jury will produce a report outlining the decisions of the jury. Often this is published in conjunction with media coverage, speeches by sponsors, responses to the report, and so on. A commitment from the relevant agency that they will respond to (though not necessarily endorse) the report is required at the start of the process. The idea being that this ensures the report is taken seriously and the CJ is not just being done for the sake of it or for rubber-stamping purposes

A1.1.11.8  Transferability of outputs

The level of effort and detail involved in the citizens’ jury process should ensure that the result of such an exercise are seen by decision makers as valuable and carefully considered expressions of public opinion in the context of the specific topics addressed (rather than ‘off-the-cuff’ reactions such as a survey might reveal) . 

The process does not aim to be statistically representative (there are a low number of participants). In addition, the topics considered by citizens’ juries are likely to be highly specific to the issue at hand; hence the results are unlikely to be transferable to other contexts or transferable across countries nor (in the case of locally specific discussions) across internal administrative boundaries.  However it is possible to learn lessons about what issues are seen as important to jurors, which may be transferable. There is evidence that very similar concerns come up repeatedly when participatory processes (such as CJs) are held in different countries/areas on the same topic (such as GMOs).

A1.1.11.9  Key uses – decision-making context(s)

Citizens’ juries may be implemented for decision-making where there are fundamental and/or complex social choices at stake. In addition, scaled-down versions can be of use for issues of key local importance (“village juries”, and so on).  When the context is specific and local, the jurors may be selected as key stakeholders / representatives of different points of view, rather than randomly.

A1.1.11.10   Key uses – coverage of natural environment

The citizens’ jury process can be applied to any resources, but as noted, they are particularly suitable where there are fundamental issues at stake. For example, applications to nuclear waste storage, GM crops, nanotechnology, as well as wind farm siting, fisheries policy, national park creation, managed realignment and so on. A recent example in a UK context is provided by the UK CEED Consensus Conference on Radioactive Waste
.

A1.1.11.11   Discussion

Citizen’s Juries differ from other group consultation methods in being very time- and resource-intensive but allowing for informed public opinion to be explored in a very high level of depth and detail.  A wide range of information is incorporated, under control of the jurors, and there is time for this information to be considered, discussed, checked and so on.  Thus the extent to which the views expressed can be thought of as well-informed and carefully considered is greater than for less intensive group techniques and some survey-based methods.

A1.1.11.12   Consideration of distributional impacts 

Within the citizens’ juries process there is clear bias towards the more vocal and/or better informed participants (note that these may not necessarily be the same people). As Lenaghan et al. (1996) note some jurors will be more articulate, confident, and experienced and better educated, and will tend to dominate the discussions when all the jurors were present. As a way around this, they suggest splitting the jury into two smaller groups. In practice the CJ will involve plenary sessions, working groups etc., which involve bringing different people to work and discuss together.

Aside from this, there is no obvious systematic bias in the citizens’ jury process, provided the group is randomly selected.  However there is likely to be random bias within any group, since the selection cannot be representative due to the small size of the group.  There may also be bias introduced because of the time commitment required: ‘busy’ people may find it hard to take part, so there may be bias towards those with more “spare time” (the retired, unemployed, possibly students, etc), those with fewer family commitments, or lower-paid people for whom the compensation payments give a strong incentive to participate.

Like other non-economic techniques, expressions of value are not made through willingness to pay, and so there is no distributional/equity issue with value being constrained by ability to pay.

A1.1.11.13   Advantages and disadvantages

Due to the opportunity for informed deliberation, citizens’ juries may provide a better approach to tackling complex questions and difficult choices than other discursive methods (Coote and Lenaghan, 1997; Kenyon, 2001). However, the main disadvantage of the approach lies in that it is not necessarily representative and potential problems can be envisaged where decision-makers go against citizens’ juries’ verdicts. Other possible disadvantages include:

· raising expectations that agency will do what jury suggests; 

· timescale – tend to be one-off;

· sometimes no consensus is reached, so the jury does not necessarily reach a unanimous verdict, but can highlight areas of concern/disagreement;

· the need to be careful that the expert/lay divide does not mean that the jury just regurgitates what it is told; 

· problems of accountability and legitimacy: CJs have no mandate or authorisation to speak for others/the community (they are neither representative nor elected).

A1.1.11.14  Conflicts and synergies with other methods

Notionally citizens’ juries are commensurate with all other valuation methods: the outputs from these exercises can be used as ‘evidence’, and practitioners called as ‘witnesses’. Alternatively questionnaire and focus group approaches may be used as scoping exercises prior to setting up citizens’ juries.  

Recent work has started to look at using juries as part of a monetary valuation exercise, essentially combining juries with a CV approach, though it is arguable whether these really qualify as Citizens’ Juries as discussed here – they are more like a specialised form of focus or in-depth group.  The obvious problem with this is the increased cost of obtaining a statistically representative sample for the economic valuation exercise.  The advantages relate to the improved understanding of the object of valuation, leading to more carefully considered values.  More research is needed into the full implications and possibilities.

A1.1.12   Health-Based Valuation Approaches  
A1.1.12.1  Objectives

Measuring health-related outcomes in terms of combined impact on length and quality of life. 
A1.1.12.2  Value concept encapsulated

A quality-adjusted life year (QALY) combines two key dimensions of health outcomes: the degree of improvement/deterioration in health, and the time interval over which this occurs, including any increase/decrease in the duration of life itself. 

DALYs (disability-adjusted life years) have similar grounding, but aim not to measure the degree of improvement arising from an intervention, but rather to measure the total amount of healthy life lost, whether from premature mortality or from some degree of disability during a period of time (or indeed both). DALYs have been used primarily for  estimating the burden of a disease for a population, represented by a weighted measure of time lived with a disability and of time lost due to premature mortality. 

HYEs (healthy-years equivalent) differs by involving valuation of whole-life sequences of health states which can change over time. This makes fewer restrictive assumptions than QALYs, but poses greater practical problems.

In practical applications QALYs/ HYEs are based on statistical aggregations of individual reported relative welfare from different health states and are not based on willingness or ability to pay. DALYs can be similarly based, but have in practice used medical expert assessments rather than individual assessments of welfare.

Although the health-based measures are not themselves based on monetary values, it is possible (though controversial) to apply a value per QALY (or DALY, or HYE). This can take two different forms: attempts to derive a “societal” WTP for a QALY (how much tax money or public funds to divert towards saving a QALY), and the concept of the private WTP for a QALY.

A1.1.12.3  Theoretical basis

QALYs, DALYs and HYEs are based on measuring the benefit of health interventions and the idea that healthy years are of more value than unhealthy ones. The details of how time and quality are traded off are based on averages of expressions of individual choices between different health state / longevity options (detailed below). This is often interpreted as being based on preferences but Broome (2004, citing Culyer 1990) points out that QALY analysis “assigns values to states of health, and leaves it open whether these values are determined by how people feel when they are in these states, by their preferences about them, or perhaps by some objective principles”.

HYEs (healthy year equivalents) both describe the health state and provide information on its duration, in a two-stage process which first converts the multi-year scenario into a single index of utility, and then  converts this into a number of “healthy year equivalents” in normal health.

In principle the DALY is a straightforward variation on the QALY; however it does differ in the way in which it has been implemented, in particular by using the person trade-off (see below) and because ratings of health states have been carried out by medical experts rather than the general public. Another key difference is the use of age-weights, such that a year of life is worth different amounts at different ages (QALYs can do this, but generally don’t). The method has been used by the World Bank / WHO to derive the ‘burden of disease’ (DALYs lost due to a given disease) for many diseases and most countries.

QALYs originally focused on “constant” health states, i.e. a single description of an unchanging and permanent state of health. A key contribution arising from alternatives such as HYEs (healthy year equivalents) has been the idea of directly valuing a series of different health states, and new QALY approaches have been developed to combine health states that vary over time, but these approaches have not yet been tested empirically (Towers et al., 2005).

When aggregated across individuals, QALYs assume that a year of good health to one individual is worth the same as a year of good health to another. This partly ignores a host of other factors (psychology, family, social status, wealth) which may influence individuals’ quality of life. But these factors may be partly reflected in QALYs,  e.g. the EQ-5D
 health state descriptive system includes “usual activities” which presumably captures some family issues and “anxiety/depression” which presumably captures some psychology issues.

QALYs can be interpreted as either a representation of individual preferences and utility, or as a measure of the most important maximand in health policy. The former approach leaves open the possibility that different people value QALYs differently (with attendant problems for aggregation) while the latter simply assumes that QALYs are of equal value, on grounds of fairness. Under the latter approach, ignoring the host of other things that may affect individuals’ willingness to pay for risk reductions is not a shortcoming but an advantage: all QALYs are treated as if they had  equal social value (regardless of an individual’s ability to pay for their  own risk reduction). Other than through this assumption, QALYs do not attempt to consider fairness or equity. For example, they do not distinguish between an intervention giving one person 10 QALYs and one giving 100 people 0.1 QALYs each. 

A1.1.12.4  Process of implementation 

To implement QALYs requires a scale of relative values for different health states ranging from 0 (death) to 1 (perfect health). In some cases negative numbers can be used for health states which are “worse than death” (e.g. complete incapacitation with constant pain). For DALYs, weights range from 0 (perfect health) to 1 (death). To work out weights requires use of multi-attribute utility scales. For QALYs:

Select a representative sample of individuals from relevant population. Ask respondents to weight different health states on a 0 to 1 scale according to:

1. direct weighting of each state

2. time trade-off: respondents choose the number S years of perfect health which makes them indifferent between S years in that state and T years in some other state. S/T is the weight attached to the impaired state.

3. standard gamble: a choice between: (1) certainty of the impaired state for the rest of their life; and (2) a probability p of same period in perfect health, (1-p) of death. The weight for the impaired state is the p that makes the individual indifferent between (1) and (2).

This can be done for specific health states of interest, but there are “off-the-shelf” index results from standardised survey-based generic multi-attribute health state valuation methods, for example EuroQol (www.euroqol.org) and the Health Utilities Index (www.fhs.mcmaster.ca/hug).

The DALY has made use of the “person trade-off”, which asks respondents to consider two ways of spending a fixed budget. One will save the life of X people and restore them to full health. The second will save the life of a given number (often 100) people but leave them in the health state to be assessed. The value of X is varied to achieve indifference, and the  utility of the health state is given by X/100.

Evaluation of any planned intervention then requires: (a) assessment of the health impacts of that intervention in terms of change in different dimensions of health-related quality of life and change in duration of health states; (b) weighting of these changes in different dimensions of health-related quality of life; and (c) aggregation to give a total number of QALYs generated / lost. 

Part (a) in this sequence is the main challenge for the researcher who has to describe the health states which arise with and without an intervention in the terms used by the standardised health state index used. Standardised questionnaires for self-assessment by patients are available for this and are commonly used, e.g. in drug trials. For ex-ante assessments in the field of environmental health, this may be more problematic (see data needs below).  

It is possible to perform a “mapping exercise” between a disease-specific quality of life index and one of the standard “generic” health state indices such as EQ-5D, by asking a sample of people to fill out both questionnaires and then using regression analysis to derive a mapping equation. That sort of approach might help in the environmental context – i.e. mapping from whatever environmental health index is available – and this is a possible research topic.

In most health applications, the next step is to compare the cost-effectiveness of different interventions in terms of cost-per-QALY, the aim being to prioritise spending in ways that maximise QALY gains.

In environmental applications, the health impacts are likely to be one among many possible sources of cost/benefit, and consideration needs to be given to how to incorporate the QALY measures within the analysis / decision support tool.  This may mean monetisation using WTP measures for a QALY (see below) or could mean inclusion in an MCA or deliberative process.

A1.1.12.5  Data needs

As noted above there are “off-the-shelf” quality of life indices which can be used for weights in QALYs. Assuming this is to be done (the most likely case in any environmental application) the key data need is for scientific /epidemiological data relating the environmental change to changes in health states. This might require primary study using  dose-response modelling and/or use of Delphi or systematic review to form estimates of the health impacts arising. Controlling for population differences may be important.

A1.1.12.6  Other practical issues for implementation

The calculations of health effects in environmental settings may be complex and uncertain. 

HYEs involve valuation of whole-life sequences of health states and therefore makes fewer restrictive assumptions than QALYs. However this also makes them much less practical to implement, to the extent that they can be considered a theoretical innovation which very limited practical significance. 

A1.1.12.7  Principal outputs

The key output is the number of QALYs generated (or lost) by the intervention or change under consideration. This may be further processed by calculating a cost per QALY, or in some cases by applying a value per QALY which may be based on willingness to pay  estimates.

A1.1.12.8  Transferability of outputs

The health impacts arising through any given intervention will be specific to the conditions and population exposed. Controlling for these differences essentially means recalculating the health impacts for the new case. 

The weights which are used to translate health impacts into QALYs are population averages and may often be treated as transferable, though this is an approximation.

A1.1.12.9  Key uses – decision-making context(s)

Generally QALYs are used in the cost-effectiveness context of ranking alternative health interventions. In environmental applications they are more likely to be used as a measure of one of many different impacts. 

Empirical applications of the DALY concept have tended: (a) to be used for burden of disease studies to determine the size of the problem, rather than cost-effectiveness studies of proposed solutions; and (b) to rely more heavily on clinician-reported morbidity indicators rather than patient-reported quality of life. 

A1.1.12.10   Key uses – coverage of natural resources

QALYs or similar measures might be applied to any setting in which there are human health impacts associated with a natural resource, or use or pollution of it. However QALYs are generally estimated in the context of life-long effects (or at least conditions lasting for periods of years), so QALYs are more suitable for evaluating chronic conditions than for  acute effects. Thus they may be quite appropriate for certain forms of environmental risk (carcinogen pollution, for example) but less suitable for short-term impacts on morbidity (for example, acute respiratory health impacts associated with air pollution episodes, acute illness associated with bathing water pollution).

UEA and Newcastle, commissioned by the Department of Health and the National Institute for Clinical Excellence, are looking at assessing the societal value of a QALY in monetary terms. This work will be relevant to any attempt to compare environmental benefits assessed in QALY terms with their assessment in monetary terms. 

A1.1.12.11   Discussion

Various health-based measures are available, but QALYs are the dominant methodology, with DALYs as the main challenger. 

HYEs are not considered practical, and in any case Towers et al (2005) state that, given the evidence available, it is not clear that HYEs provide a better measure of preferences than QALYs.

QALYs are generally used in the health field to measure the improvement resulting from medical interventions. They could also be used to measure the improvement from environmental policy, or equivalently, the deterioration in health arising from pollution. DALYs are adapted for use in measuring the burden of disease, and the use of expert valuations of health states reduces the need for interview work. In principle DALYs could be applied in exactly the same way to environmental impacts. However attempts to use either QALYs or DALYs in this way will face the problem that the causal connection of pollutant to symptom may be much harder to make scientifically / medically than the connection from disease to symptom, or from treatment to improvement.

There is evidence that psycho-social effects can influence the relative valuation of health impacts (Cookson 2000), though these effects are not as significant as those arising from changes in the level of risk. The use of QALYs and similar measures imposes a structure on the evaluation such that probabilistically equivalent outcomes are valued the same, whereas use of WTP measures can lead to different values for outcomes which are the same in QALY terms. Deriving WTP values for QALYs is one way to address this; however the fundamental question remains whether we should assess underlying preferences as expressed (and conscious that the framing effect of questions and risk-communication can have a major impact on values expressed) or by imposing a structure which reflects scientific probability, not individual preference.

New developments and research directions include the use of random utility methods in the derivation of quality of life weights (ranking or discrete choice) (McCabe et al. forthcoming) and the application of non-expected utility (or generalised expected utility) theory as the foundation of the QALY (where it is interpreted as a representation of individual preferences) (recent work by Bleichrodt, Miyamoto, Wakker, and others).

A1.1.12.12   Consideration of distributional impacts 

QALYs as generally implemented do not attempt to consider equity directly, similarly to  economic valuation methods. The key difference is that QALYs embody a rather egalitarian principle (“one QALY, one vote”) whereas WTP is constrained by income  (“one pound, one vote”). Like economic values, QALYs can be “equity-weighted” (Williams and Cookson, forthcoming).

Because QALYs impose restrictive assumptions on preferences, the ranking of health interventions using QALYs can differ systematically from the ranking using WTP. The relative value of reducing mortality risk within the current year to different people is proportionate to life expectancy, which suggests the value of reducing risk to a 20-year-old is about three times larger than the value of reducing risk to a 65-year-old.  WTP measures may find very different results (e.g. 65-year-olds may be much wealthier on average than 20-year-olds). It may seem “sensible” from a societal perspective to accept that saving 20-year-olds is somehow better than saving 60 year olds, irrespective of their relative wealth, and therefore that QALYs are a “better” guide here than WTP. This then begs the questions of why WTP should be relied upon in other settings, and how to combine WTP measures for general environmental effects with QALY measures for health impacts. 

QALYs do not, on the face of it, take into account any impacts of the health of an individual on third parties (spouses, children, friends) though it is possible that individuals may consider these impacts to some extent when answering the weighting questions. QALYs can take into account health-related impacts of this kind, however (e.g. mental health, ability to do daily activities). So, for example, carer health benefits are measured in QALYs by NICE in relation to Alzheimer’s disease.

A1.1.12.13   Advantages and disadvantages

QALYs are based on individuals’ preferences, but with restrictive assumptions. They are consistent with utility theory only if individuals’ utility functions and preference structures satisfy some quite restrictive conditions. Broome (2004) points out that the time trade-off method is only theoretically correct if individuals do not discount, and the standard gamble requires risk neutrality. There are further theoretical concerns with the validity of the QALY calculation which are too technical to explore in detail here.

Since QALY weights are based on responses to hypothetical questions, they are susceptible to the same kinds of criticisms as value measures based on contingent valuation or other stated preference methods. Weights derived using standard gamble, time trade-off and direct assessment differ. There remains a question-mark over whether the questions should be asked of people experiencing the health state being evaluated or of healthy individuals. Although it is numerically straightforward to calculate QALYs, and indeed to assign monetary value to them, in both cases there remain doubts as to the validity and precision of the results derived. 

It is arguable though that QALY weights are easier to check for “plausibility”. Patients, the public, clinicians and decision-makers can judge for themselves (based on common-sense and a knowledge of the severity of a condition) whether an estimated QoL score for a particular health state is within a reasonable range. It may be harder to reach agreement on what is a “reasonable range” for monetary values for avoiding a particular environmental risk or damage.

An alternative to individual valuations is use of expert weights. This may be easier, but moves away from a link to individual preferences. This is the line taken in practice by DALYs.

A1.1.12.14   Conflicts and synergies with other methods

Dolan et al. (1999) report findings showing that the “public’s views about setting priorities in health care are systematically different when they have been given an opportunity to discuss the issues. If the considered opinions of the general public are required, surveys that do not allow respondents time or opportunity for reflection may be of doubtful value”. Cookson (2000) also departs from the traditional questionnaire approach, using a deliberative group setting as a way of allowing respondents “to develop their views and to express more ‘considered’ preferences”. These studies relate to the aggregation issue rather than to the QALY concept as such; similar studies can ask whether or not the public support standard CBA, based on unweighted sums of individual compensating variables, and the results can be affected by the opportunity to discuss the issues.

Generally QALYs or related measures are used in a form of cost-effectiveness analysis aiming to maximise the health benefits for a given expenditure. This generally implies funding projects which fall below some cost-per-QALY threshold. It is possible but controversial to take the further step of deriving monetary valuations of health-outcome measures. Using a constant WTP per QALY gives equivalence between cost-benefit and cost-effectiveness analysis (for some given cost-per-QALY threshold) but ignores differences in individual WTP; allowing WTP to vary across individuals essentially implies that there can be no clear link between the CBA and CEA results (Dolan and Edlin 2002).  In any event, “economic evaluation within the health care field remains dominated by cost-effectiveness and cost-per-QALY analysis”  (Cookson 2003). 
A1.1.13   Q-methodology

A1.1.13.1  Objectives

Q-methodology aims at identifying typical ways in which people think about environmental (or other) issues.

A1.1.13.2  Value concept encapsulated

Whilst Q-methodology can potentially capture any kind of value, the process is not explicitly focused on ‘quantifying’ or distilling these values.  Instead it is concerned with how individuals understand, think and feel about environmental problems and their possible solutions. 

A1.1.13.3  Theoretical basis

Q-methodology was introduced to psychology over 70 years ago. More recently it has been used in other disciplines including political science and ecological economics. Essentially it is a research methodology for examining different "world views" that exist amongst respondents.  Unlike standard forms of survey analysis, it is not primarily concerned with looking for patterns based on individual characteristics (age, class, gender, income). Rather, the focus is on social discourses, "the nature of shared perceptions", "the variety of accounts or discourses about or around a particular discourse domain, theme, issue or topic" (Barry and Proops, 1999). This can provide useful information to decision makers, mostly at an early or fairly general stage of the policy process.

A1.1.13.4  Process of implementation

The Q-methodology process entails the following stages:

1. Identification of the topic of interest and relevant survey population.

2. Design and conduct structured interviews with a sample to explore views on the topic.  Purposive sampling may be used to ensure wide coverage of different viewpoints.

3. Distil from the interviews a number of ‘statements’ reflecting the topic of interest.  It can also be the case that these statements are augmented by statements from the press, literature, etc. giving rise to potentially hundreds of possible statements. In some applications interviews are not used and all statements are generated from written sources.

4. Selection - a manageable number of the statements are selected to be used in ‘Q-sorting’ (usually around 20 to 40 statements). This may involve more or less formal methods for combining and filtering statements from stage (3) but inevitably there is scope for researcher bias at this stage.

5. Ask a sample (which can include the first sample, but is generally be rather larger; and which can be purposively sampled) to partially rank the statements in terms of their level of agreement or disagreement with each statement. Commonly, each respondent has to place a given number of statements in each agreement category; usually a small number in ‘strong’ agreement or disagreement, rising to a large number in ‘neutral’, though this is for ease of use rather than a statistical requirement (McKeown and Thomas, 1988).  The scales are ‘relative’ not absolute.

6. Analyse the rankings to find a small set of ‘typical’ Q-sorts (note that each individual may show aspects of more than one ‘typical’ sort). This involves considering each individual Q-sort as a data point, correlating the Q-sorts together, applying factor analysis to the intercorrelations and extracting the significant factors and expressing them as ‘best estimates’ of the Q-sorts representing them

7. Construct a verbal description of each typical Q-sort: the ‘social discourses’ representing that ‘type’ of world view.

As noted below, this process implies no respondent control over stage 7. It may be of interest, especially if attempting to integrate Q within a wider participatory framework, to consider adapting the procedure so that the participants have the chance to meet to discuss the results and derive their own descriptions of the main ‘types’.

A1.1.13.5  Data needs

Q-methodology will require two separate interviews with one or two samples from an identified population.  However the sample size(s) need not be very big, 25-50 participants is typically sufficient. 

A1.1.13.6  Other practical issues for implementation

Implementing Q-methodology is typically quite labour intensive and requires a reasonably long time frame. The two separate stages of interviewing will normally need a significant time gap in-between to allow for analysis of initial results and creation of the statements for the Q-sorting stage. The interviewing stages will then be followed by statistical analysis and write-up.  In comparison to some other participatory approaches, Q-methodology is not so demanding for the participants, though if same sample used then they must be interviewed twice.

A1.1.13.7  Principal outputs

Principally the Q-methodology results in short titles and descriptions for the main ‘types’ of discourse or world view relating to the issues under analysis.

A1.1.13.8  Transferability of outputs

For a specific issue, the output of Q-methodology may have variable transferability.  The fact that the focus is not on correlating attitudes with individual characteristics means that there is no real scope for adjusting results to fit a demographically different population.  

But since the idea is to cover all points of view, and not to derive a representative sample, it may be reasonable to expect that repeated environmental applications to slightly different resources/issues (within a specific social/cultural context) could give similar results, in the sense of identifying similar general viewpoints on environmental, technological, economic, political spectra.  This will depend on the similarity of issues covered in the statements though. In addition it may be less obvious precisely how any specific issue plays out in these spectra, suggesting that transferability across issues must be considered low.

A1.1.13.9  Key uses – decision-making context(s)

The Q-methodology approach is useful for initial analysis flagging up common issues or views amongst the public. This can help establish which policies are likely to meet with wide support or resistance. As described here, it is essentially a consultation technique, taking respondents' rankings, then analysing and presenting them independently of the respondents. It may be possible to implement Q-methodology in ways more under control of participants, for example, as part of participatory group work, allowing participants to write descriptions of identified typical sorts.

A1.1.13.10   Key uses – coverage of natural environment

Q-methodology can potentially be applied to any resource or issue and statements tend to range from very general to quite specific to a topic.

A1.1.13.11   Discussion

In applying Q-methodology it is likely to be unavoidable that researcher bias comes in through the distillation and choice of statements for sorting. Whether or not this has a strong influence on results may be uncertain. More significant bias may come in the choice of title and description for each of the ‘typical’ groups identified, which may carry unintended or unwarranted information cues to those using the results.

It is also possible that the factor analysis is sensitive to precisely which sorts are included.  Barry and Proops (1999) state that as few as 12 participants can generate statistically meaningful results, however the method in effect considers a large number of choices from each individual, and might be sensitive to which individuals are included or to small changes in individuals' sorts (e.g. swapping two statements could involve changing a large number of pairwise comparisons).

A1.1.13.12   Consideration of distributional impacts 

With Q-methodology there is no inherent bias towards certain stakeholders; the idea is to cover all viewpoints and show “typical” types of view, without attempting to reveal what the relative frequencies of such views are in the population.   However, some stakeholders (or points of view) might find it harder than others to produce rankings, which could lead to bias (e.g. if some stakeholders drop out/reject the method).

A1.1.13.13   Advantages and disadvantages

In applying in Q-methodology it is possible to carry out more than one Q-sort with the same sample, on different topics, thus improving the efficiency of the interviewing process. But most of the intensity rests with the researcher in any case. In particular, deriving statements from initial interviews, and distilling these down to the short list for Q-sorting, can be very time consuming. Barry and Proops (1999) note an advantage of Q-methodology is that all (or most) statements analysed come from (first-stage) participants, so the process is largely driven by participants' responses while still generating statistically rigorous results. However, from the point of view of participation, respondents do not control how the results are used, or even how they are described. Secondly, there is no direct measurement of the relative proportions of different ‘types’ in the population, although this can be achieved to some extent by comparing back to the respondents (but note that then the low sample size becomes statistically problematic, especially if sampling has not been random).

A1.1.13.14   Conflicts and synergies with other methods

There are no obvious conflicts with Q-methodology, although the process could contribute towards “consultation fatigue” if the same participants called upon for subsequent participation.  Q-methodology might be useful in initial stages of larger-scale group work (citizens’ juries and the like) as a means of helping participants to understand the different points of view they may represent.

A1.1.14   Delphi Surveys, Systematic Reviews

A1.1.14.1  Objectives

The intention of Delphi surveys and systematic reviews is to produce summaries of expert opinion or scientific evidence relating to particular questions.  They are, however, very different ways of achieving this.  Delphi relies largely on expert opinion, while systematic review attempts to maximise reliance on objective data. 


A1.1.14.2  Value concept encapsulated

Delphi and systematic review are not methods of valuation but rather means of summarising knowledge (which may be an important stage of other valuation methods). Note that theses approaches can be applied to valuation directly, that is as a survey or review conducted to ascertain what is known about values for a given type of good.  Many applications of Delphi concern constructing futures scenarios or forecasting social, economic and technological developments.

Meta-analysis of economic valuation results may be considered as similar in principle, and indeed can form part of a systematic review.

A1.1.14.3  Theoretical basis

Delphi is based on a questionnaire survey of expert opinion, which is then summarised and returned to experts for comment and response. There may be several iterations of this process.

Systematic review has a similar theoretical underpinning but a very different method of implementation, depending on the researchers to synthesise all available evidence in published and grey literature.  Systematic reviews should not depend on an individual researcher; it is nearly always a collaborative and open process involving specialist input and peer review.

The main limitation of Delphi and systematic reviews is that experts (Delphi) and published evidence (systematic review - SR) do not necessarily hold all the answers (see discussion below).

Meta-analysis is somewhat different, though in the same mould.  Here the idea is to review systematically the valuation literature for a given kind of value, and use statistical techniques to attempt to explain the differences in results in terms of observed differences in study methodologies, populations and objects of valuation.

A1.1.14.4  Process of implementation 

The following points apply to the implementation of Delphi surveys and systematic reviews:

· Both methods require the researcher to survey the field and identify the key work and the experts behind it.

· Delphi then requires development of a questionnaire based on the specific topic of interest, which is sent to the experts. The researcher collates and synthesises the replies to produce a summary of the evidence and opinions. This is returned to the experts, who comment on the summary, clarify misunderstandings and critically appraise others' views. These replies are used to improve the summary, and so on, for as many iterations as necessary.

· In contrast, systematic review relies on the researcher to summarise the state of knowledge on the question of interest, based on study of the literature identified, and sometimes using meta-analysis techniques to evaluate the range of quantitative evidence statistically and/or attempt to explain differences in results in terms of the details of the experimental design which produced them.

A1.1.14.5  Data needs

The researchers will need (for Delphi) access to sufficient literature and other sources to identify key experts, and (for systematic review or meta-analysis) excellent access to published and grey literature and literature searching facilities.  For systematic review, and in particular for meta-analysis, it may be the case that the publications themselves do not always contain sufficient information about methodologies, data characteristics and so on to allow the analysis to be conducted.  Thus it may sometimes be necessary to return to original researchers for clarification or provision of data.

A1.1.14.6  Other practical issues for implementation

Both Delphi and systematic reviews are likely to be time consuming. Delphi will require several weeks to months depending on how quickly experts can reply and how many iterations are required. Face to face or phone interviews are faster but clearly more demanding on the researcher. Systematic review is also time-intensive for literature searching, and there can be delays in obtaining grey literature. Specialist skills can be required, in particular for meta-analysis of quantitative results.

A1.1.14.7  Principal outputs

The principal output of a Delphi survey or systematic review will be a report or review summarising expert opinion or evidence on the question of interest.  A meta-analysis may yield a benefit (WTP) function, statistically drawn from the range of studies reviewed, which can be used for benefits transfer purposes; or it may simply yield insights into the ways in which value estimates differ.

A1.1.14.8  Transferability of outputs

Provided the experts/literature surveyed represent the whole spectrum of opinion and evidence available, transferability of findings from Delphi and systematic refers should be possible.  The ‘gold-standard’ for a systematic review is that it is replicable, i.e. a different researcher would come up with essentially the same review.

A1.1.14.9  Key uses – decision-making context(s)

Delphi and systematic reviews may be particularly useful for situations in which the issues are complex and/or specialised, and where there is a perceived need to draw together and summarise a wide range of literature or expert opinion.  Where an issue is uncertain and contested, these methods can help decision makers to understand why the scientific community is divided, and how the current balance of probabilities seems to lie.  While Delphi and systematic review are not methods of public consultation, they can be integrated within participatory deliberative methods as a robust and even-handed way of producing a summary of expert knowledge on the issue.  For example, the output could be provided to a citizens' jury as background information and as an aid to deciding which expert witnesses should be cross-examined.

A1.1.14.10   Key uses – coverage of natural environment

Both Delphi and systematic reviews can be applied to any issue. Delphi surveys have been used extensively in health and in future scenario building/forecasting. Systematic reviews have a particular pedigree in health (e.g. the Cochrane Collaboration) and this same approach has recently been extended into environmental issues by the Centre for Evidence Based Conservation at the University of Birmingham (CEBC, 2005). Generally, the issue will be a fairly precise question (example from CEBC: do wind turbines have an impact on bird abundance?) which is more likely to give useful results than a survey on a broad set of issues.

A1.1.14.11   Discussion

The ‘ideal’ Delphi or systematic review suffers from one key problem, which is that the apparent weight of evidence or statistical significance may be illusory. This is because the experts cannot each be considered as ‘independent observations’. In fact, experts are likely to have read much of the same material, to be aware of the same evidence, to have been subject to many of the same influences. This may still leave room for a wide range of conflicting opinions, but it is possible in some cases that scientific procedures (the PhD and viva system, peer review, etc.) act to stifle diversity of views. This also applies to systematic reviews of published literature, because peer review procedures can act to hinder the publication of controversial or radical views which may represent ‘heresies’ from the perspective of a particular paradigm. In the long run, the scientific method of subjecting theories to test ought to separate unsubstantiated views from substantiated views, but at any given time it remains possible that the current orthodoxy is not on such solid foundations as the wide agreement across experts might suggest. While there is not much that researchers conducting Delphi or systematic review can do to avoid this, effort can be made to ensure that unorthodox views are identified and covered as fairly as possible.  And of course the argument applies a fortiori to other methods involving expert opinion which are not as systematic or inclusive as Delphi/systematic review ought to be. Overall, the point is more that we should be aware that even unanimous agreement on an issue does not mean that all the experts have independently reached the same conclusions, so that the security of the conclusions may not be as strong as pure weight of numbers may suggest.

A further possible source of similar “scientific bias” can occur if there is a bias against “negative results” in publication in a particular field.  Work which does not demonstrate statistically significant effects may be less likely to be published than work which does show such effects.  Then, a review conducted to test a null hypothesis may be biased towards rejecting it, because those papers which reject it have been published, and those which fail to reject it have not.  Conscientious searching of the grey literature, unpublished working papers and so on may help to avoid this.  Another possibility is to combat this problem by combining systematic review with Delphi to track down unpublished negative results.

In practical terms reliability of the Delphi process is fundamentally dependent on the conscientious application of research skill in ensuring that the full spectrum of opinion is elicited and represented; while that of the SR process is dependent on the conscientious application of research skill in ensuring that all sources are accessed and properly reviewed.

A1.1.14.12   Consideration of distributional impacts 

Since Delphi covers only expert opinion, and systematic review only published evidence, this may be seen as a bias if taken as a replacement for consultation/participation. But if the process is taken as one source of information, or as an input to consultation/participation, this would be a less obvious interpretation. Within the body of expert opinion or published literature, there may be bias towards the status quo/scientific orthodoxy, as discussed above.

A1.1.14.13   Advantages and disadvantages

Delphi and systematic reviews are able to take into account a wide range of expert opinion, but filtering through a researcher such that the information can be focused towards a particular question or decision context. This can make scientific information available in a useful format for a range of decision making or deliberating frameworks. The main disadvantage is if this process is seen as a threat to other deliberation (because scientific results are presented as being ‘the right answer’) or if it is interpreted as having more statistical weight than is true (see discussion above). However, if research is conducted, presented and used in light of ‘best-practice’ these concerns should be minimal.

A1.1.14.14   Conflicts and synergies with other methods

Conflict with Delphi and systematic reviews could arise if the summary of expert views is set up as a set of ‘right’ answers with which stakeholders ‘ought’ to agree, rather than as a resource regarding a particular form of knowledge which they might use to help inform their own views and judgements. Provided this is avoided, synergies can be strong. Many other methods require background scientific information as an input, and Delphi/systematic review are suitably "neutral" ways of producing this information. Some applications combine systematic reviews and Delphi, and other methods such as focus groups and interviews, in order to achieve a comprehensive assessment of published evidence and expert opinion.

 Decision Support Methods

A1.1.15   Cost-Benefit Analysis

A1.1.15.1  Objectives

Cost Benefit Analysis (CBA) is a decision support method which compares in monetary terms as many benefits and costs of a proposal (project, policy or programme) as feasible, including impacts on non-market environmental goods and services. It can, in principle, be applied both ex-ante and ex-post. CBA can be applied at the level of a private entity and include those costs and benefits that accrue to that entity alone (generally referred to as financial analysis) or at the societal level and include all costs and benefits that impact upon the entire affected population (sometimes referred to as social CBA). The CBA of the latter type is the topic of this fiche.

A1.1.15.2  Value concept encapsulated

CBA is not a valuation methodology, but rather a decision support framework that is based on underlying efficiency principles of economic analysis. As such estimates of total economic value are consistent with the CBA framework. Where monetary values are not available for all impacts, “constrained” CBA may nevertheless be a useful way of taking into account those values which can be/have been monetised, alongside additional analysis of the non-monetary values.

A1.1.15.3  Theoretical basis

The intention of CBA is to compare the economic efficiency implications of alternative options that may be implemented to address a particular project or policy requirement. The benefits of an option are contrasted with its associated costs (including the opportunity costs) within a common analytical framework. 

To allow comparison of costs and benefits related to a wide range of impacts, which will be measured in widely differing units, a common numeraire of money is employed. Many environmental goods and services, such as amenity, clean air, biodiversity, etc. are not traded in markets and consequently no market price is available to reflect their economic value. Their values are estimated using economic valuation techniques, both revealed and stated preference, as outlined in other fiches in this annex. These techniques provide estimates of individuals’ willingness to pay for particular environmental goods and services which may be inputted into cost-benefit analyses. 

CBA enables two questions relevant to decision support to be addressed. Firstly, whether an option is worth undertaking, i.e. do benefits outweigh costs? Secondly, which option among competing alternatives should be undertaken, i.e. which option offers the greatest benefit per unit of cost. 

In contrast, cost-effectiveness analysis is unable to answer the first question. Whilst it can rank different options in terms of cost-effectiveness ratios, this is not sufficient to conclude if costs (of even the least-cost option) are justified.  However, there may be good reasons for adopting that approach: either that it has been deemed too difficult to determine the value of the goal, or that is has been deemed too controversial or illegitimate to subject the goal to individualist, welfarist value assessment.  This has often been the case in health analysis, explaining the focus there on CEA, although more recently moves towards greater valuation in health assessment are in progress.

A1.1.15.4  Process of implementation 

Typical stages of CBA are (see also HM Treasury, 2003 for UK guidance on appraisal of policies and projects via CBA): 

1. Define the objective – this relates to the overall objective of the project, programme or policy. The objective can be set by experts, politicians or the stakeholders and the general public (e.g. through participatory or discursive methods). 

2. Identify and define the baseline situation – the baseline scenario refers to the situation that prevails without intervention. This is not the same as prior to the option. The costs and benefits of different interventions (the ‘with’ scenario) may then be subtracted from the baseline in order to ascertain the additional costs and benefits that accrue (over and above) the baseline.

3. Identify and define the options – Generally options will have been ‘screened’ for feasibility so that only the most relevant options are subject to the CBA process. At this level, other assessments such as engineering feasibility tests, other scientific assessments and even participatory or discursive approaches may provide the screening.

4. Identify the costs and benefits that arise over the life time of the project, programme or policy. The definition of the time horizon is important: in some contexts, the environmental costs and benefits in particular are likely to last beyond the physical lifetime of, say, a particular infrastructure investment. If this is the case this longer time period should also be taken into account, and can have an impact on the results.

5. Quantify the costs of each option.  Here all costs are relevant. US EPA (2000) lists the relevant costs as follows: (i) real-resource compliance costs; (ii) government regulatory costs; (iii) social welfare losses (e.g. losses in consumer and producer surplus that may arise from environmental impacts, etc.); (iv) transitional costs (value of resources displaced because of regulation-induced reductions in production) and (v) indirect costs (reductions in productivity, innovation etc.). The extent to which these aspects of cost are relevant to a given CBA exercise will depend on the specific detials of issue being addressed. Impacts on the environment and alike, will ordinarily be identified through assessments such as environmental impact assessment (EIA), health impact assessment (HIA) or life cycle analysis (LCA). The monetary value of these impacts will then be estimated by economic valuation studies and/or benefits transfer approaches. If these impacts are mitigated against, the mitigation costs should appear as part of the financial costs and residual environmental costs (if any) should appear as environmental costs. 

6. Quantify the benefits of each package.  Here all benefits are relevant. These could be market benefits and non-market (environmental and other) benefits. As with costs, assessments such as EIA, HIA, LCA and others are required to establish the link between the different options and their benefits and to define these benefits. Sometimes a ‘translation’ step is necessary to convert scientific or technical outcomes of a given option to their effects on human wellbeing (effects on use and non-use values). It is, therefore, crucial that experts in these other assessments and economists who will undertake the CBA work together from the start of the whole assessment period.

7. Having estimated all costs and benefits, these must be aggregated and compared in order to estimate net benefits of each option.  Aggregating and summing costs and benefits over time requires a process known as discounting (see the discussion section below).  The indicators of cost-benefit comparison are NPV and BCR as defined below.

8. Conduct sensitivity analysis to assess the relative importance of key parameters – CBA, like any other decision making framework, is based on a number of assumptions that define the boundaries of the analysis and also affect the information input to the analysis. Therefore, sensitivity analysis is crucial especially if there is risk and/or uncertainty (scientific or economic) about costs and benefits. Sensitivity analysis in this context involves re-calculating the NPV and BCR indicators for different sets of assumptions. 

A1.1.15.5  Other practical issues for implementation

The time frame and expertise requirements of the CBA are difficult to assess in isolation as the quality of a CBA can only be as good as the information and data inputs to it.  Collecting data concerning different intervention options and outcomes can be potentially very time-consuming and should not be under-estimated.  However, the analysis itself could require only a matter of a few weeks when this information is completed. Some time will be required to discuss the initial results of a CBA and the subsequent sensitivity analysis. It is not possible to be prescriptive about the time required as it would depend on the context and the degree to which different stakeholders (especially winners and losers) are in agreement or in conflict over the likely impacts of, say, a policy. The less agreement there is, the longer CBA is likely to take.

The expertise needed for CBA is in the definition of the affected population and the definition of costs and benefits which requires including all relevant items and avoiding double counting. The mechanics of calculating NPV and BCR are straightforward and standard Excel packages have inbuilt formulae.

A1.1.15.6  Principal outputs

Comparison of the costs and benefits in monetary terms provides an assessment of whether a specific option is worth implementing, i.e. whether the benefits outweigh the costs. In particular, options for which total benefits (expressed in present value terms) outweigh costs (also expressed in present value terms) are said to have a positive net present value (NPV) and undertaking these projects would add to overall societal welfare. 

Where options being considered are alternatives to addressing a particular objective (or addressing different objectives but competing for the same funding), they may be ranked in terms of benefit-cost ratios in order to determine the most preferred project. Benefit-cost ratios greater than one imply total benefits exceed cost, i.e. positive NPV, whilst a benefit-cost ratio less than one implies that total costs exceed to total benefits, i.e. a negative NPV. BCRs may also be presented in terms of internal rates of return for a project. Alternative options are ranked in order of benefit-cost ratio, with preference given to options with higher ratios.  When there is a pre-determined budget, BCR is the appropriate indicator. When the objective of the CBA is to identify the welfare (or utility) maximising option, NPV is the appropriate indicator.

A1.1.15.7  Transferability of outputs

Lessons can be learnt from the results of a particular CBA for other analysis contexts. However, the quantitative output of a given CBA will be specific to the context in which it was carried out, implying no transferability to different contexts. For each decision to be made, a specific decision-making analysis should be carried out.  However within a given context – for example, reducing sulphur emissions from power stations – there may be a degree of transferability, at least in providing a starting point from which modifications may be required to meet the altered conditions.

A1.1.15.8  Key uses – decision-making context(s)

As a decision support framework, CBA can, potentially, be applied to the appraisal of any project, programme or policy. Its application is limited by the ability of impact assessment and valuation methods to identify and quantify all relevant costs and benefits. In addition to answering the appraisal questions of ‘is the given objective worthwhile?’ and ‘if so, what is the most efficient way of achieving it?’, CBA can also be used as a tool for negotiation between different stakeholders. Even if incomplete, CBA allows for a systematic presentation of impact and valuation information. One such point of negotiation could be spending on mitigation actions (see above).

A1.1.15.9  Key uses – coverage of natural environment

CBA represents a framework for analysis and hence can potentially be applied to any decision-making context relating to natural environment so long as scientific and economic data on costs and benefits exist. 

A1.1.15.10   Discussion

Perhaps the aspect of CBA that attracts the most controversy is discounting. Discount rates are often prescribed for public projects and policies, but it is important to understand the different possible rationales. Discount rates can be chosen to reflect: (i) social time preference; or 2) opportunity cost of capital.  The social time preference argument is based on the assumption that individuals prefer today’s gains to gains next year and further into the future; this is that individuals are impatient and have limited life times. Since individuals’ preferences are the key in the economic efficiency analysis, this particular (time) preference of individuals should be taken into account.  Similar arguments apply at a social level, with the exception that while individuals have short lives, society must aim to continue indefinitely; this suggests social time preference rates somewhat lower than individual rates. The opportunity cost of capital argument holds that £1 invested today (instead of spent, say, on the option of concern), would gain a return in a year’s time (at its simplest, at the rate of the prevailing interest if invested in a bank account). The discounting process is a mathematical way of showing that gains and losses in future are valued less than gains and losses today and that further into the future they occur the less valuable they are in present day terms. When the entire society is the affected population, it is correct to assume that society’s lifetime is longer than an individual’s (or that of an individual commercial enterprise) and that the society has many more options to invest its wealth and hence the opportunity cost of not investing £1 in terms of forgone returns is lower. In the UK, discount rate that should be applied in public sector appraisals is set by the HM Treasury Green Book (2003). The current advice is to use a hyperbolic discount rate which declines over time.

A1.1.15.11   Consideration of distributional impacts 

CBA is essentially focussed on identifying the most economically efficient option on the basis of comparing the aggregate costs and benefits. So long as benefits outweigh costs, CBA is not strictly concerned who benefits and who loses. The assumption underlying this is that the ‘winners’ could compensate the ‘losers’. However, since the compensation need not actually occur, this is problematic and a source of controversy. Recent work by Sugden (2005) in relation to flood and coastal defence appraisal, suggests that changing the CBA framework from the traditional ‘calculus of social costs and benefits’ to the ‘calculus of willingness to pay’ would make distributional implications of projects and policies more explicit (see Sugden, 2005 for further detail).   

If however, there is the desire to address questions of ‘fairness’, CBA is in fact capable of dealing with distributional impacts. Costs and benefits can be adjusted to normalise, say, the effect of income distribution. An income adjustment ratio (Ya/Yi) could be estimated, where Yi is the average income of social group i and Ya is the average income of the whole affected population (or the society as a whole as applicable). The ratio is larger than one for groups with lower than average incomes and multiplying this ratio with costs and benefits affecting this group results in inflated costs and benefits. The opposite applies for groups with greater than average income. More ad hoc weighting adjustments, to reflect whatever distributional concerns the decision maker may have, are also possible.  However in practice such weighting is very rarely done.  The distribution of costs and benefits can be demonstrated and separately reported, flagging up “winners” and “losers” for decision makers, depending on how the costs and benefits are estimated.

A1.1.15.12   Advantages and disadvantages

There are two important advantages of CBA. The first is its ability to answer the appraisal questions ‘is the given objective worthwhile?’ and ‘if so, what is the most efficient way of achieving it?’. Crucial to this is the quantification of all relevant costs and benefits. Secondly, CBA allows a systematic and transparent collation and comparison of costs and benefits. 

The main disadvantage of the analysis lies in its potential incompleteness and uncertainty given that complete data on all relevant costs and benefits and certain outcomes are rarely available or possible. Although one alternative is to refrain from undertaking any CBA unless the issue of incomplete and uncertain information is corrected, another alternative is to implement CBA in a careful and transparent way. The latter alternative is to be preferred if the notion that any number representing environmental costs and benefits that could otherwise be ignored is better than no number at all. But it remains important that decision makers see CBA and any other decision support method as “a tool, not a rule”: that is, alongside the results of a CBA, issues such as who wins and loses also need to be considered.

A1.1.15.13   Conflicts and synergies with other methods

As noted, CBA is as good as the information and data used for it. It will likely require input from assessments of physical outcomes via EIA, HIA and other impact assessment methods as well as economic valuation. The results of CBA can be used in deliberative processes such as citizen’s juries and so on. Comparisons of MCA and CBA are increasing (see Section A2.1.3.4). Participatory methods can be useful for CBA in helping to identify the full range of impacts which a measure might have.

A1.1.16   Cost-Effectiveness Analysis

A1.1.16.1  Objectives

Cost-effectiveness analysis (CEA) is a decision support method which relates the costs of alternative ways of producing the same or similar outcomes to a measure of those resulting outcomes. CEA may be employed in both an ex-ante context (e.g. the appraisal of a proposed project, policy or programme) and an ex-post context (e.g. the evaluation of the project, policy or programme after it has been implemented for a reasonable period).

A1.1.16.2  Value concept encapsulated

CEA is not a valuation methodology, but rather a decision support framework that can potentially incorporate both economic and non-economic measures of value. For instance, CEA may form part of a ranking exercise in multi-criteria approaches (MCA).

A1.1.16.3  Theoretical basis

The intention of CEA is to compare the outcomes of different alternative actions (e.g. an option, process, or intervention) with their costs in order to identify which gives the greatest result per unit cost. CEA does not necessarily minimise cost – an option which is more expensive but also more effective may be chosen in preference to a cheaper, less effective option.

If an option is costlier but more effective, the question is then whether the extra cost is worth the extra benefit. The extra cost divided by the extra benefit is the ‘incremental cost effectiveness ratio’.  If this is below a decision-maker’s willingness to pay for a unit of outcome, then moving to the more expensive option would be considered good value for money.

The cost-effectiveness of an option may be calculated by dividing a quantified measure of the physical effect or the outcome of that option by its costs (either in present value or annualised terms). Here physical effect may be plant species recovered, length of river restored, quantity of emission reduced, etc. Therefore, the effects of a policy can be both reduced pressures (e.g. the most cost-effective option for reducing carbon emissions), or avoided impacts (e.g. the most cost-effective option to reduce the risk of respiratory disease). The latter is usually more difficult to assess.

As a variant, cost-minimisation analysis (CMA) is a suitable tool for comparing different options that achieve the same outcome/effect and are therefore only differentiated in terms of cost. These approaches do not aim to answer the question as to whether the benefits of an action exceed the costs of that action (i.e. is there justification for the action on the basis of economic efficiency considerations). Where it is decided that the goal cannot or should not be valued in monetary terms, CEA and CMA can be used.  Where it is possible to value the goal, cost-benefit analysis is needed to assess the economic efficiency justification for action.  

A1.1.16.4  Process of implementation 

The typical stages of CEA are: 

1. Define scope, scale and time horizon of the CEA

2. Identify and select the physical measures from which effectiveness will be judged – this will likely be driven by context of the CEA, i.e. a particular policy. 

3. Identify the options for meeting the objective that are to be compared. Following this the expected (or actual if ex post) outcome of the option should be assessed (e.g. the effect on the physical measure of interest). This stage may be aided by assessment techniques such as environmental impact assessment (EIA) or health impact assessment (HIA). 

4. Estimate the costs of the options – on this point, US EPA (2000) defines costs as the sum of the opportunity costs incurred by society as a result of an action, of which there are five basic components: (i) real-resource compliance costs; (ii) government regulatory costs; (iii) social welfare losses (losses in consumer and producer surplus); (iv) transitional costs (value of resources displaced because of regulation-induced reductions in production) and (v) indirect costs (reductions in productivity, innovation etc.). The extent to which these aspects of cost are relevant to a given CEA exercise will depend on the specific detials of issue being addressed.
5. Calculate the cost-effectiveness ratio – as defined above. Options can then be ranked in order of cost-effectiveness. 
6. Sensitivity analysis – this is a key aspect of CEA and will typically consider the influence of changing key assumptions to the ranking of options. For instance this may include variations in estimated costs and timing of costs, use of different discount rates, consideration of variations in predicted outcomes of different optinos and so on. 
With regards to stage 2 of the CEA process, Asian Development Bank (1997) notes the importance of identifying alternative options, where each option should be a mutually exclusive way of producing the same outcome of a specified quality. If differences in output or quality exist, a normalisation procedure which accounts for differences in one option relative to another can be applied to ensure equivalence. 
A1.1.16.5  Other practical issues for implementation

The time scale for implementing CEA will typcially depend on the availability of data concerning different intervention options and outcomes, a process which could potentially require 6 months to a year and should not be under-estimated. Collection of data relating to costs will likely benefit from compilation of a cost-database for the range of options under cosideration. In some instances it may be the case that more ‘simple’ analysis is undertaken in the first instance which may then be augmented and refined at later stages when more precise data are avaialble. 

More generally though it is important the CEA (and indeed CBA or other forms of economic assessment) is integrated with other analysis that contribute to the decision-making process, such EIA and HIA (as noted above) and also in the case of specific projects the engineering and technical assessment which determine the options (and options costs) to be compared.  The time frames and expertise requirements of these supplmentary assessments should also be taken into account.

A1.1.16.6  Principal outputs

The principal output of CEA will be a ranking of alternative options in terms of their cost-effectiveness, and the identification of the ‘least-cost’ option. The CEA will also provide an explicit account of the key assumptions, sensitivities and uncertainties that influence the ranking of options which should also be seen as a key input to decision-making processes.

A1.1.16.7  Transferability of outputs

Lessons can be learnt from the results of a particular CEA for other analysis contexts. However, the quantitative output of a given CEA will be specific to the context in which it was carried out, implying no transferability to different contexts. For each decision to be made, a specific decision-making analysis should be carried out.  However within a given context – for example, reducing sulphur emissions from power stations – there may be a degree of transferability, at least in providing a starting point from which modifications may be required to meet the altered conditions.

A1.1.16.8  Key uses – decision-making context(s)

Principally, CEA can be applied in contexts where specific regulatory objective is required to be met (e.g. minimum standards), since typcially there will be no variation in outcomes acheieved by alternative options (as each option will be designed to meet the target standard). The fixing of the objective is crucial since CEA cannot answer the question of whether the objective is worth achieving as it is not concerned with the benefits of the objective but simply with the most effective way of achieving it. CEA may also be employed in instances where monetised measures of outcomes are not available, for instance in conjunction with weighting and scoring techniques such as MCA. 

A1.1.16.9  Key uses – coverage of natural environment

CEA represents a framework for analysis and hence can potentially be applied to any decision-making context relating to natural environment so long as data on costs of achieving a given objective exist. 

A1.1.16.10   Discussion

Many of the same points apply as in the case of CBA, for example on discounting (see CBA fiche in this Annex).  A number of further issues are relevant practical CEA exercise, including:

· There may be some issues as to which types of costs should be considered in a CEA, ranging from the purely financial private costs (i.e. investment and operational costs) of specific measures to general equilibrium-estimates of costs to the wider economy, including efficiency losses (foregone producer and consumer surplus). However, as noted above, the relevance of such concerns will typically vary on a case-to-case basis. Hence the importance of defining the scope of costs and benefits at the outset.

· Concerning the treatment of effectiveness, there is an interesting issue of whether measures of effectiveness should be discounted even though they are in non-monetary terms. Discounting of costs is a standard procedure in most applications of CEA, however, the temporal dimension of effectiveness is typically less well considered. For example, in a comparison of two measures that achieve the same objective at the same cost, but where one takes two years to reach the objective, while for the other costs are stretched out over five years, the latter would appear more cost-effective. The US EPA (2000) guidance on economic analysis provides some discussion on this issue, identifying instances when discounting may be appropriate and when it may be inappropriate.  HM Treasury’s Green Book also provides guidance, and specifies a 3.5% discount rate for costs and benefits.

· Other issues include the distinction between intermediate outcomes and final outcomes in relation to policy intervention. For example, the effectiveness term in a cost-effectiveness analysis can either capture a pressure (i.e. tons of emissions reduced) or an impact (avoided damage or improvements in environmental quality). Which of the two is applicable depends on the original goal of the policy measure. In practice, most assessments tend to focus on pressures, since they are more easily measured and the causality between measures and effects is more easily established.

A1.1.16.11   Consideration of distributional impacts 

Since CEA is essentially focussed on identifying least-cost options, there is no explicit account of distributional concerns. Conceivably alternative options which result in similar outcomes may actually operate over differing spatial locations, suggesting that different populations may gain or lose depending on the outcome which is implemented. As such decision-making would benefit input from an additional distributional analysis in order for this issue to be accounted for. 

A1.1.16.12   Advantages and disadvantages

The advantage of CEA is that, so long as objectives are agreed, it does not require assessing the monetised benefits of reaching those objectives. If the effect is based on observed changes, it could also side-step the complex issues of causality between the options and the outcomes – though this may not always be satisfactory for policy assessment. 

The main disadvantage of CEA is that it is limited to the cost comparisons of options that deliver different quantities/qualities of the same single outcome. This is unlikely to be sufficient for many policy assessments. For complete comparison of options in such contexts, CEA needs to be turned into Cost Benefit Analysis (if outcomes are expressed in monetary terms) or into Multi Criteria Assessment (if outcomes are expressed in scores, weights and so on).

A1.1.16.13   Conflicts and synergies with other methods

As noted, CEA will likely require input from assessments of physical outcomes via EIA, HIA and other similar methodologies. Additionally the estimation of costs of options will be identical to the process applied in CBA exercises. Finally CEA may form part of an MCA exercise, which may provide weighting and scoring values to the outcomes of options, and may also be seen as a potential input to discursive and participatory methodologies, such as citizens’ juries. 

A1.1.17   Multi-Criteria Analysis

A1.1.17.1  Objectives

Broadly speaking, multi-criteria analysis/approaches (MCA) seek to rank different options in terms of their weighted performance against a variety of criteria, but there are many variations on the ways in which this is carried out.

A1.1.17.2  Value concept encapsulated

Multi-criteria approaches can encapsulate any values which humans can hold.  MCA aims to account for all the different dimensions of effects of different options (various environmental, social and economic impacts) but measures these in different units (in contrast to the monetisation approach of economic methods and CBA). Thus the assumptions about the commensurability and comparability of values can be weaker than those in CBA.   MCA allows the examination of impacts separately at first, so it can be used where values are incommensurable.  However when a final weighting scheme is applied, either the impacts are commensurated via the weights, or a lexicographic ordering places all the emphasis on one set of criteria.

The overall evaluation stage is implemented via weights applied to the different attributes.  However the weights may often be applied to the general concept of an effect (e.g. ‘air pollution’) rather than a precise level of that effect, which can make it difficult to understand exactly what has been valued, and how.  In addition values are only included for effects which are identified as relevant to the options (and for practical reasons, the number of such effects is limited). 

Most MCA applications are conducted with experts, specialists, and/or decision makers, rather than with the general public, though public views may be taken into account by the participants.  However it is possible to use MCA methods with general stakeholders.

A1.1.17.3  Theoretical basis

Cost-benefit, cost-effectiveness and multi-criteria methods can all be justified on the basis of modern welfare economics and social choice theory.  The utilitarian theory underlying cost-benefit analysis holds that the collective good is the net sum of individual goods and bads. The other two methods can be understood in the light of social welfare functions proposed as alternatives to individualistic utility theory: relative achievement of goals that are not conventionally utilitarian or welfarist can form part of the social welfare function. Cost-effectiveness analysis can be understood as a method for ascertaining the relative achievement of one such goal. Multi-criteria analysis in turn handles several goals simultaneously and frequently involves the empirical construction of a social welfare function (or its analogue) to commensurate relative achievements of different goals. The social welfare functions constructed in multi-criteria analysis are not necessarily welfarist, but all the same they are examples of social welfare functions that are used to commensurate the relative degrees of goal achievements (Paavola, pers. comm.)

There are many variants of MCA, with various terminologies.  For example, multi-criteria decision making, multi-criteria decision aid, participative multi-criteria analysis and social multi-criteria evaluation.  As Burgess et al. (2005) describe, the distinctions made by practitioners can be sharp, but also sometimes spurious. A particular fundamental difference is between the ‘Anglo-Saxon’ and ‘continental European’ schools in MCA.  Burgess et al. (2005) explain that “Each is embedded in a fairly closed community of practitioners with relatively little interchange between the two.  The former involves different processes of ‘scoring’ and ‘weighting’ based on the structured articulation of ‘options’ and ‘criteria’ in some form of grid.  The latter tends to focus on various iterative procedures for direct pairwise comparisons between contending alternatives, involving systematic attention to different permutations of options.”  Although both approaches claim consistency with basic tenets in social choice theory and neo-classical welfare economics, some of the ‘continental European’ ‘outranking’ methods and related techniques such as the ‘analytic hierarchy process’ are held in the Anglo-Saxon tradition to be fundamentally inconsistent with rational choice theory. 

A1.1.17.4  Process of implementation 

The basic multi-criteria approach involves developing a set of criteria for comparing options, evaluating the performance of each of the options against each criterion, then weighting each criterion according to its relative importance and aggregating across options to produce an overall assessment. Weights can be interpreted either as trade-offs/conversion factors or as representing the relative importance of criteria, and can be used in ways which are compensatory or non-compensatory.  Compensatory methods allow for trade-offs between criteria when generating an aggregate score for an option.  Non-compensatory methods do not allow trade-offs, which implies a lexicographic decision rule over criteria or groups of criteria (options are compared on the most important criterion, and the best option is chosen; in the case of a tie, the second most important is considered, and so on). 

Within the general framework, there are many different methods/algorithms/software packages for carrying out MCA.  Compensatory approaches involving some form of averaging weights across individuals include, for example, SMART, SMARTER, DEFINITE and HIVIEW.  These utility-based methods, in which weights are used as trade-off factors in a compensatory aggregation, are in many respects similar to economic utility theory, in that they essentially involves summing up individuals’ values using a value function defined over option characteristics, using a system of weights which reflect the relative importance of characteristics to the individual.  In general, the weightings used are not monetary.  Nevertheless utility-based MCA can be criticised on many of the same grounds as economic methods (see below).

The following outlines the steps that are required for most compensatory MCA applications (see also DTLR (undated)). However there is usually some variation in whom is responsible for each task; in some applications the participants may be required to, in others the onus may be on the researchers:  

1. Identify the key characteristics of the issue.

2. Scope the range of options available to address the issue.

3. Determine the criteria against which the options should be appraised.

4. Appraise each option against each of the criteria (individually, or pairwise ranking, or by interpolating on a scale between worst and best for each criterion). This can include determination of a functional form for scaling performance.

5. Assign weights to each criterion. Generally this is done individually.

6. Implement an algorithm for combining weights and criteria scores. Generally weights are averaged in some way across individuals, though it is also possible to conduct a separate evaluation for each individual.

7. Graph or otherwise describe the results and their implications for option rankings.

8. Sensitivity analysis - this show how the results vary with changes in weightings, criteria assessments, functional forms.  Often, participants are involved here and have opportunity to modify their responses/’play’ with the model. This is especially important if the MCA forms part of a wider deliberative process.

9. Review the outputs to produce conclusions, recommendations. If part of the rationale is to observe how individuals engage in the process, discuss and determine weights and so on, this may form a focus of facilitator's report.

Outranking models (e.g. ELECTRA, PROMETHEE) do not employ simple additive aggregations functions.  This group of methods is based on theories of decision making from political science. Hence, (1) they encourage more interaction between the decision maker and the model in seeking out good options, (2) consider both, positive and negative agreement (concordance, discordance), and (3) are concerned with minority rights and political realities.  (Burgess et al., 2005)

Recent extensions of MCA include multi-criteria mapping, stakeholder decision analysis and (most recently) deliberative mapping, which brings the first two together. These incorporate MCA techniques within a wider deliberative process, aiming to overcome some of the shortcomings of MCA by harnessing its strengths to enhance stakeholder discussions.  Multi-criteria mapping (MCM) is based on a long interview (2-3 hours) with an individual who, supported by the researcher, works interactively with a piece of computer software to explore the performance of options, against their own criteria, under different assumptions. Stakeholder decision analysis (SDA) involves facilitated discussions with a small group of people who meet for 5 sequential sessions (lasting 90 minutes each), to deliberate each stage of the appraisal process. The group members work interactively with one another and use low-tech pen and paper techniques to record their judgements about the performance of options against criteria.  

Although in many respects MCM is closely similar to a simple, linear additive MCA in the ‘Anglo-Saxon’ tradition, the focus is not on the linear additive output but rather on the process.  “In short, results are not presented as prescriptive recommendations of a kind that lend themselves to policy justification.  Instead, the scoring and weighting procedures are used as a heuristic, by means of which to elicit detailed aspects of different ‘framings’ of any given appraisal and to document these in a transparent fashion to third parties outside the process.” (Burgess et al., 2005).

Deliberative mapping combines MCM and SDA: “The MCM appraisal process sits at the heart of DM but is undertaken in facilitated group-based contexts enabling deliberation between participants over an extended period.  At the same time, DM engages citizens, stakeholders and specialists in all stages of the process, allowing for maximum transparency and comparability.” (Burgess et al., 2005).  In adopting the simplest of theoretically valid mathematical procedures, it is intended that deliberative mapping avoids many of the ‘complexities’ and hidden variables which arise in standard/non-participatory MCA (see http://www.deliberative-mapping.org/). Deliberative mapping aims to provide both quantitative assessments of option performances against criteria and qualitative analysis of the arguments participants use to justify their judgements. The result is a ‘map’ of the way performance varies under different perspectives.  Experts and citizens are separately asked to follow the same assessment process, allowing consistency and direct comparability between different types of participants within the process (and offering a further opportunity for stakeholder-expert interaction and discussion following the initial analysis).

A1.1.17.5  Data needs

The data requirements of MCA approaches can be quite extensive. Usually it is necessary to have comprehensive details concerning the different policy options and the potential physical/economic/environmental effects. This is particularly the case where the key role of the participants is to provide rankings for different outcomes and weightings for different criteria having been given guidance on what the predicted physical outcomes would be. It is also possible to allow participants to assess what the outcomes will be themselves, though for most environmental applications this is likely to be very complex in at least some respects. Hence this is unlikely to be a valid option except for application with expert stakeholders, or within the context of a detailed deliberative process such as a citizens' jury.

A1.1.17.6  Other practical issues for implementation

Skilled facilitators will be needed to run any group components of the MCA process, their responsibility being to explain the process to participants, and to carry out the technical aspects of using MCA software (generally some specialised software will be used). The time requirements MCA exercises will likely vary (sometimes the MCA will be implemented in a group setting, sometimes on the basis of individual interviews). Deliberative mapping and other approaches combining MCA and participatory discussions will require the time and labour inputs for the participatory process as well as the specific requirements of the MCA.

A1.1.17.7  Principal outputs

The principal output of MCA will be rankings and weighted scores for different options, over the group and/or individually. Typically the results will also be accompanied by the main findings of the sensitivity analysis as well a graphical display of results. In some case, an analysis of how and why different stakeholders reach different decisions will be provided.  The more deliberative implementations may focus less on the specific ranking of options and more on the processes of deliberation, and in particular, need not aim for consensus across participants.

A1.1.17.8  Transferability of outputs

In most MCA exercise the samples are usually small. Correspondingly the results will not be statistically significant or transferable.  In any case the applications are usually with specific stakeholders and decision makers, in the context of a particular problem, not with the general public.   However the MCA model itself can be transferred to allow other stakeholders/decision-makers to explore how varying weights or criterion rankings might alter results.

A1.1.17.9  Key uses – decision-making context(s)

Within the MCA framework, outranking methods are useful for designing expert systems and selecting suitable options when there is a very large number of options to be considered (e.g. PROMETHEE used for selecting nuclear waste disposal sites in the US). In general however, participatory environmental applications, at least in the UK context, will demand use of a method that does not use pre-determined weights, i.e. one of the methods which requires participants to develop weights. Perhaps the most useful applications of MCA techniques are within participatory processes (for example though the ‘deliberative mapping’ route) so that the MCA does not become a “black box” into which facilitators plug individuals’ weights without the participants really understanding what they have done.

A1.1.17.10   Key uses – coverage of natural resources

In principle MCA approaches can cover any natural resource. However, in practical terms, the limited number of criteria which may be used can mean that very complex effects are wrapped up under a single heading. More generally though, there is an information issue, regarding exactly what respondents are taking into account when they engage in the ranking and weighting exercises. This is one reason why participation in the process may be emphasised, where discussions concerning why and how participants arrive at certain weightings can be of more interest than the specific results.

The best uses for MCA in the environmental context are likely to be those integrating MCA techniques within the broader context of a deliberative process. Specific developments of the MCA approach in this direction include multi-criteria mapping, stakeholder decision making and deliberative mapping. 

A1.1.17.11   Discussion

With MCA exercises, there can often be quite severe problems with knowing exactly what the weights and effects mean. In particular, weights are usually relative not absolute. If weighting is done by distributing a given number of points across options, then weightings for different characteristics are not independent. Alternatively, if weighting is done using Likert scales or similar, different individuals will give different meanings to different points on the scale. It is quite possible for someone to say "they are all important" (and give all top marks), or (with the same preferences) feel constrained to produce a complete ranking; and it is not obvious which reflects their ‘true’ preference. 

Whereas a cost-benefit analysis (CBA) might use a value per tonne of carbon emissions, multiplied by the estimated change in emissions under different scenarios, a straightforward MCA will use a weight for carbon emissions (relative to weights for employment, health, or whatever other criteria are selected) multiplied by a ranking or weighting for the performance of each scenario under the carbon emissions criterion. Often this is generated by assigning arbitrary values (0 and 1) to the worst and best scenarios under each criterion, and interpolating for the others on the basis of an assumed (and essentially arbitrary) functional form. Therefore the outcomes given any particular model structure can be very sensitive to inclusion of other options which change the worst/best figures for any criterion. Exponents of MCA may assert, however, that the final form of the model is not independent of the scenarios considered, so that adding a new option would require the whole process to be repeated, possibly resulting in different weights etc. Alternatively it may be seen that that the main strength of the method is in facilitating sensitivity analysis and the demonstration of what different sets of values and weights imply, and what the implications of modifying them might be in terms of how different options perform.

Overall, uncertainties pertaining to what exactly what individuals are valuing, weighting and so on would appear to suggest that MCA is not a robust approach to assessments which are analogous to those of CBA.   MCA can produce the same output as CBA, but only if the scores on the attributes are the same, the weights in the MCA correspond to shadow prices in the CBA, and the weight on cost is unity (Pearce et al. 2006).  However, as a tool for helping people to understand their values and their practical implications, MCA may be very useful. 

In particular, MCA may be useful where, for ethical reasons, non-welfarist goals are sought.   By definition these goals fall outside the standard CBA framework of balancing costs and benefits. Often the reason is not that costs or benefits cannot be measured, but rather that the use of individualist, welfarist benefit estimates is too contested or illegitimate. In the past, this has often the case with health-related impacts, for example.

A1.1.17.12   Consideration of distributional impacts 

Distributional implications are usually chosen as one of the objectives in an MCA and hence distributional impacts should be clearly accommodated in an MCA (Pearce et al 2006).  Distribution does not need to be included in monetary terms, and can also focus on incidence of non-monetary beneficial and adverse consequences. This can be useful in some analytical exercises, for example those focused on environmental justice.

Discounting is used in CBA and CEA approaches.  It could also be applied or discussed in MCA exercises, but seldom is.  Thus the treatment of future generations is usually different.  Note that this is not necessarily a case of future generations “getting a better deal” because discounting is absent – CBA and CEA explicitly require the inclusion of future years’ costs and benefits (up to the project horizon) in a way which is not dependent on present preferences, whereas MCA may leave concern for the future more explicitly in the hands of the present day participants.

The MCA process can potentially be quite demanding.  When used in participatory settings, this might favour some stakeholders over others. In particular, it may be possible for some stakeholders to behave strategically in certain applications (particularly if they understand how the underlying model works) and attempt to express weights and evaluations in such a way that their favoured outcome is ranked highly. This may be less of a problem if the MCA is being used to help stakeholders understand their own values in the context of a wider deliberative process. But it may also result in bias in deliberative processes towards more articulate/vocal participants, if they selectively use results of an MCA process they have engaged in strategically to promote their own ideas or to defeat others.

A1.1.17.13   Advantages and disadvantages

Utility-based implementations of MCA are simple and clearly grounded in utility theory.  But they are subject to many of the criticisms that may also be aimed at economic methods. In particular the assumption of continuous, smooth, convex and monotone function for values which imply commensurability. 

Outranking methods are easier to apply, requiring less information and being based on a more descriptive approach.   They support interaction of decision-makers with the model, but have the main weakness of lacking transparency: it can be difficult to explain to participants how their choices are used, which can lead to difficulties of acceptance among stakeholders (Burgess et al., 2005)

While very ‘simple’ mathematical formulations can be used, in order to aid transparency (as for example in deliberative mapping, etc.) these nevertheless remain functional forms imposed on the value functions. 

MCA can have the advantage of producing clear outputs, graphical representations of option scores and so on. It requires the use of restrictive assumptions, which is also seen as the case in CBA, but without the clear welfare-theoretical underpinning of the CBA method.  

Some may view the exercise as ‘out of respondents’ control’, for example, “Many social commentators are now saying that MCA is becoming not a solution, but another problem, and the complexity of the process and the inevitable ‘black box’ involved in modelling detracts from finding solutions in complex scenarios involving multiple stakeholders," (Langford, 2001, pers. comm.).  This depends very much on the particular form of MCA employed, and how it is implemented.  Some forms of MCA can be very transparent and can help participants / users to understand how their input is being used to generate results.

A1.1.17.14   Conflicts and synergies with other methods

As noted, there is the risk that some more mathematically complex forms of MCA can become a ‘black box’ with participants not really understanding how or why their responses generate the results they do. Hence it may be the case that methods which allow for ‘manipulation’ and which are (so far as possible) transparent to participants are to be favoured. 

MCA has generally been used as a decision support tool, but is coming now to be used as an environmental values research tool.  In this context, MCA is better implemented within a deliberative process rather than as ‘stand alone’. There may be little value in simply eliciting weights individuals and applying them in a model without an understanding of why and how participants arrived at these weights. Therefore there is a potentially strong synergy with citizens' panels and alike, provided that MCA is seen as an aid to interpreting qualitative data from the stakeholder discussions, rather than framing the whole debate. An alternative option may be to use MCA within a Delphi-style process, where part of the information asked of experts is a set of weights, which may then be adjusted during the Delphi iterations.

There is not necessarily a conflict with CBA or economic approaches generally – as noted, the compensatory forms of MCA are grounded in the same welfare theory – and it would be possible to use both tools (for example to compare results, to provide different inputs to deliberative processes).

A1.1.18   Life Cycle Analysis

A1.1.18.1  Objectives

Life cycle analysis, or life cycle assessment (LCA), is an analytical tool used to quantify the environmental impacts of a product or service through out its lifetime (e.g. from the ‘cradle to the grave’).

A1.1.18.2  Value concept encapsulated

LCA is not a valuation methodology per se; rather it quantifies the resources used and emissions generated by a particular action. 
A1.1.18.3  Theoretical basis

The LCA framework and methodology are defined by the International Organisation for Standardisation (ISO) 14040 series (ISO 1997, 2000). In an LCA all resources extracted from the environment and emissions to the environment are determined, when possible in a quantitative way, throughout the whole life cycle of a product or service. Based on these data the potential impacts to natural environment and to human health are assessed (Wrisberg et al., 1997). The intention of LCA is to provide a numerical basis for comparison between alternative methods of achieving a specific function or service.  For example, containing and transporting a liquid, drying hands or managing one tonne of municipal solid waste. 

In general LCA is a site and time independent tool with no consideration given to when and where emissions take place (Udo do Haes, 1996). However there is a move to introduce site dependent factors that reflect types of environments and emission situations (Finnveden and Nilsson, 2005).

A1.1.18.4  Process of implementation 

LCA has four phases: goal and scope definition, inventory analysis, impact assessment and interpretation: 

1. Goal and scope definition - the first phase also includes the definition of the functional unit and the boundaries of the study. The functional unit is the basis for comparison of different systems such as different types of container for one litre of water, alternative methods/machines for washing 6kg mixed fibre clothing or the production of 1 kWh delivered electricity. The setting of appropriate boundaries is not always straightforward because each process within the system being considered is connected to several other processes. For example, within a recycling scheme there are vehicles and sorting machinery, manufactured at some time in the past with consequent environmental impacts. The problem is how to allocate the correct proportion of these secondary level environmental inputs and outputs to each process (Guinée et al., 1993). 

2. Inventory analysis - the second phase, inventory analysis, consists of data collection and analysis. The environmental inputs and outputs (‘environmental interventions’ or 'stressors') connected with each stage of a product’s lifetime are quantified. The data are obtained from LCA databases, the main producers and their suppliers and then processed to produce an inventory of environmental interventions per functional unit (Hertwich et al., 2002). The result is a long list of quantities of emissions, resources used, etc. In any decision making process involving alternative options, unless the outcome is obvious, it is necessary to aggregate this data so that it is clear which is the better option.

3. Impact assessment – this serves to evaluate the significance of the environmental interventions contained in a life-cycle inventory. It aims to quantify the relative importance of environmental stressors and to aggregate the stressors to a small number of category indicators, and in some cases to one final indicator. Impact assessment is carried out in up to 5 stages, the first two being compulsory and the remainder optional (ISO, 2000):

(i) Classification - this is the assignment of inventory data to different impact categories, such as global warming, ozone depletion, toxicological human and ecosystem impacts.

(ii) Characterisation - is the calculation of category indicator (CI) results for each impact category using characterisation factors such as global warming potentials. Characterisation factors express the contribution of each inventory item to a specific environmental problem (Hertwich, 2002).

(iii) Normalisation - is used to calculate the magnitude of CI results relative to reference information such as the emissions in a reference area (e.g. a country).  

(iv) Grouping - is used to assign impact categories to groups of similar impacts or ranking categories

(v) Weighting - assigns relative values or weights to the various indicator results, in order to reflect the relative importance to be placed on different emissions and environmental problems (for example global warming versus acid rain). This enables a comparison to be made of alternative products or systems, which may each have different quantities of impacts (Powell et al, 1997). Methods of weighting include distance-to-target techniques, environmental control costs, economic damage approaches, and scoring techniques. The first three methods may be regarded as instances of implied social weighting: that is weights are ‘revealed’ via the political process of setting environmental standards or via explicit or implicit market valuations. Scoring approaches, however, differ from the first three in that the constituency of the valuer is changed to that of some group generally smaller in size than ‘society’.

4. Interpretation – this is the final stage of LCA, placing the identified impacts in the context of the overall decision-making scenario.  

A1.1.18.5  Data needs

Full LCAs have considerable data requirements even for the more basic products. This need is overcome to some extent by the development of LCA software and databases that provide the 'building blocks' for analysis. However there is still a requirement for process and country specific data and for up to date information. Confidentiality is often barrier to organisations providing current data.

A1.1.18.6  Other practical issues for implementation

Considerable expertise and time is required to undertake a lifecycle assessment. The time factor varies considerably depending on the complexity of the system being analysed and the availability of data

A1.1.18.7  Principal outputs

The principal output of LCA is a numerical quantification of the resources used and emissions (stressors) from the production, use and final disposal of a product or service. The stressors are aggregated into environmental problem areas such as global warming.

A1.1.18.8  Transferability of outputs

The outputs of LCA can be used as inputs to cost-benefit analysis and other techniques that require detailed information. For each separate action, a full LCA would be needed, although as noted above, LCA will typically be informed by standard/generic information at the basic level. 

A1.1.18.9  Key uses – decision-making context(s)

Businesses use LCA to compare different methods of producing the same or similar products.  Governments use LCA to guide policy makers in the most environmentally efficient method to manage resources (e.g. ExternE), products and waste (e.g. Wizard). For example local government departments have used lifecycle assessment to determine the 'best' method to manage municipal solid waste.

A1.1.18.10   Key uses – coverage of natural environment

All natural resources that are used to make products are included in the analysis. Energy resources play a key role.

A1.1.18.11   Discussion

Lifecycle institutions and groups work hard to maintain a high level of robustness in the techniques.  However the degree of complexity and lack of transparency can sometimes lead to low confidence in the results. The assumptions used in a study can be critical to the outcomes.

A1.1.18.12   Consideration of distributional impacts 

In general LCA uses generic data so there could be a bias towards certain stakeholders. An increased use of site dependent variables could change this but not if it is on a country basis.

A1.1.18.13   Advantages and disadvantages

LCA is a useful tool to compare products and services. Most resources are included in the analysis and, in the main, it is methodologically robust. However there is a lack of agreement about the different types of impact assessment methods used, although this can be overcome by using and comparing several different methods. Another disadvantage is the considerable quantity of data required for the analysis and the level of expertise required by the practitioner. Also the complexity of the analysis can lead to a lack of transparency and consequently a lack of trust in the results.  Sometimes there is also difficulty in translating the results into policies; however LCA is excellent for informing the development and use of economic instruments.

The use of stakeholders panels in the impact assessment phrase can ensure the involvement of stakeholders in the decision making process.   

A1.1.18.14   Conflicts and synergies with other methods

An excellent synergy can be achieved by combining lifecycle assessment with economic damage approaches, the latter being used in the impact assessment phase. However the single result from this combination can imply a certainty in the results that is not consistent with the assumptions that need to be made within the study.  However, if these uncertainties are made clear and, if possible, quantified, this disadvantage can be minimised.

 Alternative Measures of Prosperity

A1.1.19   Human Development Index 

A1.1.19.1  Objectives

The UN’s Human Development Index (HDI) is intended to be a measure of development mainly for purposes of inter-country comparison (rather than for assessing an individual country’s progress over time). It is calculated for roughly 150 countries, and is mostly intended to provide an alternative measure of development progress to GDP for developing countries.

A1.1.19.2  Theoretical basis

The HDI is the averaged sum of three separate components: per capita GNP adjusted for purchasing power parity; average life expectancy at birth; and an educational index combining adult literacy rates and combined primary, secondary and tertiary education enrolment levels, weighted by two-thirds and one-third respectively.

The magnitudes of typical values of the different components differ: per capita GNP is taken to range between $100 and $40,000, while life expectancy tends to range between 40 to 80 years. These components cannot simply be added, so they are normalised and take a value between 0 and 1. For the education and life expectancy components the following calculation is made:
normalised component     = 
actual value – minimum value cat


 

maximum value – minimum value

Per capita GNP (g) is normalised as follows:
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where gmin and gmax are the average per capita incomes of the least and most well-off countries. The natural log function is used so that an extra dollar of income is not assumed to give the same utility regardless of who it accrues to. Instead, the lower per capita income is, the more an extra dollar is assumed to provide additional utility. In other words, the function g’ indicates a declining marginal utility of income. 

However, if these formulae were applied using each year’s maximum and minimum values, the index would be sensitive to changes in these maxima and minima, and hence not comparable between years. To solve this problem, fixed maxima and minima are used for each component.

The HDI is then calculated as the mean of the adjusted components.

A1.1.19.3  Data needs

The index uses statistics which are already reported to the United Nations Development Programme, therefore no other stages of research are required. The index is published annually in league table form in UNDP’s Human Development Report.

As described above, the index requires the following statistics from all countries:

· Gross National Product per capita

· Purchasing power parity adjustment factors

· Life expectancy at birth

· Adult literacy rates

· Primary, secondary and tertiary education enrolment levels

A1.1.19.4  Key uses – decision-making context(s)

Several other indicators are used in conjunction with the HDI and are presented in UNDP’s annual Human Development Report: the Human Poverty Index (of which there are two versions for developing and developed countries), the Gender-Related Development Index and the Gender Empowerment Measure. UNDP (2004) notes that the Human Development Report is used to identify “top priority” and “high priority” countries for meeting Millennium Development Goals: “For each Millennium Development Goal the assessment of a country is based both on its progress towards the goal - slow or reversing, moderate, fast - and on its level of human poverty in the goal. … A country is designated top priority for a goal if it has both extreme human poverty in that goal and slow or reversing progress towards it”. However, it is not clear what being designated a top or high priority country entails in terms of action or additional resources.

A1.1.19.5  Key uses – coverage of natural environment

The natural environment is not explicitly included in the HDI.

A1.1.19.6  Discussion

The index correlates very strongly with all three component indicators. It could be argued that if the HDI correlates strongly with GNP, then GNP could simply be used as an indicator of development. It could also be argued that the three components used are all ‘essential’ indicators of development, in which case it is questionable whether they are substitutable for each other. The HDI carries within it implicit arbitrary assumptions about the substitutability of its components. A 0.01 increase in the index could mean, ceteris paribus: a 1.5% improvement in adult literacy, a 3% increase in education enrolment, a 0.6 year improvement in life expectancy, or a 6% increase in GDP. It is questionable whether these are outcomes of equivalent desirability. 

A1.1.19.7  Consideration of distributional impacts 

As explained above, the HDI attempts to take distribution into account between countries, by treating an increase in wealth in a (on average) poorer country as increasing welfare more than an equivalent increase for a wealthier country. However, because the HDI deals with average wealth for countries, the index is not capable of relaying information about distributional impacts within countries, or on the welfare of the poor in wealthy countries.

A1.1.19.8  Advantages and disadvantages

The advantages of the HDI are that it is easy to calculate and that its basic requirements are (by design) available for most countries in the world.

While the HDI’s use of only three components is simple, the choice of components is fairly arbitrary and there are some notable omissions as factors which are also considered important for development. As well as environmental factors, the index also excludes any measure of political freedoms, which according to Sen (1999) are vital for achieving development goals, or of corruption. However, environmental factors may be implicitly included in life expectancy.

As with any additive index, there is a danger that conflicting changes in different components might cancel each other out and obscure underlying trends. Through its use of life expectancy and educational attainment as components, the index also to some extent conflates inputs to development with outcomes. For a critical review of the HDI see Sagar and Najam (1998). 

A1.1.20   Index of Sustainable Economic Welfare

A1.1.20.1  Objectives

The objective of the Index of Sustainable Economic Welfare (ISEW) is to provide an alternative measure of economic welfare to GNP which is responsive to changes in environmental and social contributions or detractions from welfare, such as unpaid household labour, national resource depletion and urbanisation. The ISEW is presented on a per capita basis.

A1.1.20.2  Theoretical basis

The ISEW takes personal consumption expenditures as its core measure of welfare, but then adds or subtracts various other monetised components representing other contributors or detractors from welfare. Personal consumption is adjusted by a distributional factor in order to account for the fact that an extra unit of consumption for a wealthy person adds less to overall welfare than an extra unit of consumption for a poor person. 

Algebraically, the index (I) can be expressed as follows:
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Where B is total personal consumption, C is an index of income distributional inequality, Z is population, xi are the various other components contributing to welfare (either positive or negative).

The components of the ISEW as set out in its original manifestation in Daly and Cobb (1990) are described below (using the same letter labels). This original work was later revised in Cobb and Cobb (1994); where we are aware of revisions these are noted in preference to the earlier version. The original ISEW was calculated for the United States; a later version for the United Kingdom was calculated in Jackson et al. (1997). Any differences from the original which were made for the UK version have also been noted. 

The components of the ISEW are as follows (with a plus or minus sign indicating whether the component is added or subtracted):

B. Personal consumption expenditures (+).

C. Distributional inequality: Daly and Cobb use the sum of the ratios of income quintiles to the lowest income quintile; Jackson et al. use the Atkinson index (Atkinson, 1970).
D. [Used to denote weighted personal consumption (D = B/C), D does not represent an additional component and can be ignored.]
E. Unpaid household labour (+): Household services (housework, cooking, gardening, childcare) contribute to welfare but are not paid. Both studies estimate the value of household labour through use of a shadow wage rate.
F. Consumer durables (+): Many items included under personal consumption represent durable goods which continue to contribute to welfare many years after purchase. An estimate for this contribution to welfare is included here – this estimate is rendered the net contribution to welfare through subtracting the actual expenditure on these goods under item I. As Daly and Cobb put it: “in order to count only the value received each year from capital equipment rather than its initial purchase price, we add the value of the services that flow from consumer durables here and subtract the actual expenditures on consumer durables elsewhere”. Daly and Cobb estimate this value by estimating the stock of consumer durables and multiplying by an estimated ratio of stock to services. However, this ratio does seem somewhat arbitrarily assigned. Jackson et al. base their estimate of the figure on work done by Patterson (1992). 
G. Streets and highways (+): the value of government provision of streets and highways. Daly and Cobb use a figure of one half of total government expenditure on streets and highways. Jackson et al. omit this component from the UK index due to data gaps.
H. Public expenditures on health and education (+): There is some uncertainty in both studies over the inclusion of public expenditures on health and education. Both sets of authors acknowledge that the link between expenditure on public services and welfare gains is difficult to establish, and that, according to Jackson et al. “the absence of equilibrium markets for public goods and services makes it difficult to use consumption in this sector as a proxy for welfare provided”. It is also argued that education is part consumption good, part investment (contribution to ‘human capital’), and part defensive expenditure (because of the competitiveness of the workplace). Health expenditure is also assumed to have a defensive element due to environmental stresses. The expenditures that are actually included in H (in Cobb and Cobb, 1994) are: (for education) one half of public expenditure on higher education; (for health) half of public health expenditure. Jackson et al. follow this approach.
I. Expenditures on consumer durables (-): The rationale for subtracting this is explained in F above.
J. Defensive private expenditures – health/education (-): these are already included in B. The rationale for subtracting these expenditures (apart from one half of private expenditures on higher education) is because they are assumed to be defensive – for competitiveness reasons given in H: according to Daly and Cobb “we assumed that half the real growth in private health expenditures is purely defensive in nature, i.e. compensating for growing health risks due to urbanisation and industrialisation”. The proportions of private health and education expenditures are subject to the same assumptions as public expenditure. 
K. National advertising (-): According to Daly and Cobb: “we subtracted national, but not local, advertising expenditures … because we reasoned that local advertising tends to offer information of value to consumers about the location and price of goods”. Advertising is not subtracted by Jackson et al.
L. Commuting (-): estimated expenditures on commuting via both private and public transport are subtracted as this is deemed an expenditure which is not indicative of an increase in welfare. Time spent commuting is not considered.
M. Urbanisation (-): subtracted to account for the fact that urbanisation increases the price of land in certain locations, but this does not represent any actual increase in welfare. The cost of urbanisation is estimated by multiplying the value of residential land as a percentage of the total value of residential property by the aggregate annual expenditures on housing. Urbanisation is not treated by Jackson et al.
N. Road accidents (-): subtracted to account for a "cost of industrialisation" due to higher traffic densities. Details of how this is calculated are not given in Daly and Cobb. Jackson et al. adapt the work of Taylor (1990) for their figure.
O. Water pollution (-): composite of damages to water quality from pollutants, and damages due to siltation from soil erosion and construction. The method for calculating this component cannot easily be summarised, as figures can potentially be taken from a number of different studies of the impact and cost of water pollution. Daly and Cobb draw their information largely from Freeman (1982); Jackson et al. were not aware of any similar estimates for the UK, and hence use an estimate calculated by scaling the US estimate by the ratios of the two nations’ GDPs.
P. Air pollution (-): costs of air pollution are divided into six categories: damage to agricultural vegetation, materials damage, cost of cleaning soiled goods, acid rain damage, urban disamenities, aesthetic losses to landscapes. In Daly and Cobb, emissions of three priority pollutants – sulphur dioxide, nitrogen oxides and particulates – are considered. As with water pollution, cost estimates are taken from many different source studies. In Jackson et al., the basket of air pollutants considered is expanded to include volatile organic compounds and carbon monoxide. Shadow cost estimates are made by averaging those found by Pace (1990) and Tellus (1991).
Q. Noise pollution (-): damage caused by noise pollution from increased transport infrastructure, although it is not clear what form the costs takes, whether in terms of health, simple disutility, or some other form. Daly and Cobb use a base estimate of the costs of noise pollution made by the World Health Organisation in 1972 and make assumptions about how this has changed over time. According to Jackson et al.: “the costs associated with noise pollution are amongst the most difficult to assess, because actual measurement of noise on a nationwide level is difficult to undertake, data on trends in noise are scarce, and response to noise is subjective”. They use an estimate for the cost of noise pollution in the UK taken from Maddison et al. (1996).
R. Loss of wetlands (-): in Daly and Cobb, an estimate for the value of wetland services, in terms of flood protection, water purification and habitat provision, is included, taken from Gupta and Foster (1975). Jackson et al., under the view that “consideration of wetlands as a principal category of land loss is a particularly North American viewpoint”, extend this to other natural habitats, such as heathland and moorland. Their value estimates are taken from the price paid by the RSPB for land, and from Willis and Garrod (1994).
S. Loss of farmlands (-): Daly and Cobb subtract an estimate of “the cumulative damages to long-term productivity of land that result from urbanization and poor land management”. The former is estimated through the value of converted cropland. The latter are estimated through various agricultural studies. Jackson et al. use equivalent British studies.
T. Depletion of non-renewable resources (-): Daly and Cobb adopt the approach of El Serafy (1988) in estimating “the amount of money that would need to be set aside from the proceeds of the liquidation of an asset … to generate a permanent income stream that would be as great in the future as the portion of recipes from the non-renewable assets that are consumed in the present”. They do not specify which non-renewable resources are considered. Jackson et al. follow the revised methodology of Cobb and Cobb, based on “assigning a replacement value to every barrel of oil equivalent of energy resources consumed”, although using UK data.
U. Long-term environmental damage (-): Daly and Cobb account for the long-term damage caused by nuclear radiation and climate change by imagining that a tax of $0.50m had been levied on every barrel equivalent of nuclear or fossil fuel energy during the period considered in order to compensate for environmental damage. The figure is entirely speculative. Jackson et al. focus purely on climate change and use a figure for the marginal social cost of a ton of carbon of £11.40, the mid-range of Fankhauser (1994).
V. Net capital growth (+): the net increase or decrease in public and private capital (to account for the fact that GDP includes investment expenditure).
Change in net international position (+): the difference between a nation’s lending and its borrowing. 

Jackson et al. also subtract the costs of ozone depletion, which is not tackled by Daly and Cobb. All components need to be adjusted for inflation for comparability.

In general, government expenditures are not included because they are “largely defensive in nature. That is, the growth of government programs does not so much add to net welfare as prevent deterioration of well-being by maintaining security, environmental health, and the capacity to continue commerce” (Daly and Cobb, 1990). The exceptions to these are streets and highways, and to some extent health and education.

A1.1.20.3  Data needs

Calculation of the ISEW is very data-intensive. Daly and Cobb (1990) provide information on where they obtained the various data requirements for US data. Suggestions for UK data sources are given below where possible; otherwise the types of data required are noted. Not all data sources are available on a yearly basis. As many of the components of the ISEW are fairly arbitrary, some of these could be missed out and an “ISEW-like” index constructed. 

B. Personal consumption: inflation-adjusted personal consumption expenditures from the national accounts. 
C. Distributional inequality: a data source for different household incomes is necessary (preferably after tax, although only before tax may be available).
D. -
E. Unpaid household labour (+): the ONS estimates this in the Household Satellite Account, but the last year this is available for is 2000. Source of data on average wages and of the amount of time spent doing unpaid labour at home are required.
F. Consumer durables (+): “in order to count only the value received each year from capital equipment rather than its initial purchase price, we add the value of the services that flow from consumer durables here and subtract the actual expenditures on consumer durables elsewhere (column I)” (Daly and Cobb, 1990). It is not really clear how this is estimated. 
G. Streets and highways (+): an estimate of the value of streets and highways is required. In a UK context, it is not clear how to estimate this.
H. Public expenditures on health and education (+): data on public expenditures can be found in the Annual Abstract of Statistics.
I. Expenditures on consumer durables (-): see F.
J. Defensive private expenditures – health/education (-): Jackson et al. use data from Family Expenditure Surveys.
K. National advertising (-): advertising and media industry statistics, e.g. the Newspaper Society.
L. Commuting (-): the following data would be required: the cost of user-operated transport; the price of purchased local transportation; the estimated cost of depreciation of private cars; the estimated proportion of “non-commercial vehicle miles” use for commuting; estimated proportion of passenger miles on local public transport used for commuting.
M. Urbanization (-): the value of residential land as a proportion of the total value of residential property; aggregate annual expenditures on housing.
N. Road accidents (-): figures "for the damages due to motor vehicle accidents" - it is not clear whether this means value of statistical life, economic damages (days off work) or physical damage to vehicles.
O. – S. estimates would need to be taken from studies estimating the costs of water pollution and siltation, noise pollution, and loss of wetlands and farming.
T. Depletion of non-renewable resources (-): information on energy consumption, Office of National Statistics.
U. Long-term environmental damage (-): current estimates on the social cost of carbon (see for example Clarkson and Deyes, 2002). 
V. Net capital growth (+): information can be found in the UK National Accounts.
W. Change in net international position (+): Jackson et al. use information from the Economic Trends Annual Supplement.
A1.1.20.4  Other practical issues for implementation

Each of the components has theoretical issues which are quite detailed and technical, and may need specialist expertise to implement.

A1.1.20.5  Key uses – decision-making context(s)

It is not clear whether the ISEW has actually been used in any decision-making contexts. 

A1.1.20.6  Key uses – coverage of natural environment

The key components of the natural environment covered by the ISEW are: water, air, wetlands, agricultural land, and non-renewable resources.

A1.1.20.7  Discussion

According to Jackson and Marks (1994), the UK’s ISEW roughly doubled over the period between 1950 and the mid-Seventies, and then declined to very near its starting level between the mid-Seventies and 1990. This is contrasted with GNP, which more than doubled over the period 1950-1990.

The ISEW is noteworthy as providing an example illustrating how GNP might be adjusted to account for non-marketed impacts on welfare. But, despite its name, it may not be a very accurate measure of whether sustainable development is being achieved (see “Advantages and disadvantages”). 

Any ISEW-like index should be absolutely explicit about its own data gaps and uncertainties and undertake meticulous sensitivity testing.

A1.1.20.8  Consideration of distributional impacts 

Distribution is considered by the use of the distributional weighting C. However, this is not an adjustment with any empirical foundation (see “Advantages and disadvantages”).

A1.1.20.9  Advantages and disadvantages

The index’s main advantage is that it tries to collate a broad range of disparate factors which contribute to a population’s welfare into a single measure. The index’s main disadvantages are the gap between its theoretical ambitions and practical issues concerning existence of appropriate data.

Daly and Cobb admit that the choice of components is fairly arbitrary. However, it is more important to note that many of the assumptions used in the calculations themselves are completely arbitrary, based on conjuncture rather than empirical evidence. Examples are: 

· assuming that half of expenditure on health and education is purely defensive;

· the unspecified “reasonable estimate” used for the consumer surplus of wetlands; 

· the assumption used in the noise pollution section that noise abatement regulations have slowed the rate of growth of the noise level by 1% per year since 1972. 

· estimating the costs of water pollution in the UK by multiplying the estimated water pollution costs in the US by the ratio of the sizes of the US and UK economies (Jackson et al., 1997); thereby completely ignoring geography, regulatory history, agricultural policy, and the relative size of the industries which contribute to water pollution most. 

Given these examples, it is reasonable to ask how many such arbitrary assumptions and “reasonable estimates” need to be made before an index is not actually providing an empirically realistic reflection of what it claims to be measuring. Furthermore, changes in ISEW could easily be misinterpreted. For example, according to Perman et al. (1999), much of the relatively small increase in ISEW over the period 1950-1986 compared to GDP is attributable to large decreases in extra-market labour; this factor exerts a “large leverage” on the final result. However, if the ISEW is presented as being an index of environmental sustainability, it is easy to send out an exaggeratedly pessimistic message on whether sustainable development is being achieved unless the relative changes due to the different factors are examined. It could be potentially very misleading to attribute slow rates of growth or decreases in ISEW entirely to environmental degradation. As a result, the ISEW is very much less correctly interpretable by the lay person than the UK Sustainability Indicators, for example.

Furthermore, because of data gaps and the difficulties and expense of gathering data, there are certain components which are unchanged for many years running. It should therefore be remembered that time series of the ISEW will not be carrying full information for every year for every component. Additionally, some of the components are identical for every year in the time series because of a lack of appropriate valuation studies from which to infer time-variation. Actual improvements in environmental performance in many cases will therefore simply be ignored by the index.

Finally, for two reason, distributional weighting of the index does not have an empirical basis. Firstly, the weighting does not consider evidence on the marginal utility of income. Secondly, there does not appear to have been any analysis of whether an identical change in the index due to either: (a) a change in income distribution only; or (b) a change in one of the added/subtracted components only would really be equivalent. In other words, no consideration of the substitutability of these different factors has been considered in constructing the index.

A1.1.20.10   Conflicts and synergies with other methods

The ISEW is dependent on using the economic valuation techniques detailed in other fiches for measurement of the different components.

A1.1.21   Green National Product and Genuine Savings

A1.1.21.1  Objectives

Gross National Product (GNP) focuses on the value of goods and services produced within a period, and though it does include investment, it does not take into account depreciation or depletion of human, social or natural capital. Net National Product results from subtracting an estimate for depreciation of manmade capital from GNP. Green Net National Product (gNNP) is a modification which attempts to include depreciation in both manmade and these other forms of capital. 

Genuine Savings is a similarly modified savings figure and is intended to be an indicator of progress towards sustainability.


A1.1.21.2  Theoretical basis

Conventional Net National Product (NNP) is GNP modified to account for the depreciation of man-made capital (KM):

NNP = GNP - KM
Green or “Genuine” National Product is an extension of this to include depreciation in natural capital (KN):

gNNP = GNP - KM - KN
Social capital, while theoretically should be included, tends to be omitted from the calculation because of measurement problems.

KN consists of the following terms:
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where pR and pN are the price of renewable and non-renewable resources respectively, C'R and C'N are the marginal costs of harvest/extraction, and QR, QN the quantities harvested/ extracted; GR is the natural growth rate of renewable resources,  is the marginal social cost of damage due to pollution emissions E, D is the natural rate of decay of pollutants, and w is the shadow price of environmental amenity A. 
Genuine Savings is equal to gNNP minus consumption c:
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and is a measure of wealth creation which incorporates net changes in natural capital.

A1.1.21.3  Process of implementation 

The process of implementation depends on which resources or types of pollution should or can be included in the change in natural capital. Kunte et al. (1998) calculate KN for many different countries and include:

· non-renewable resources: oil, natural gas, coal, and metals such as copper, nickel and lead.

· renewable resources: timber, agricultural cropland, non-timber forest benefits such as game, minor forest products

· other: non-timber forest benefits such as recreation and watershed regulation.

Pollution does not seem to have been considered. Full technical details as an example of how to go about calculating these measures of KN are given in Appendix B of Kunte et al. (1998).


A1.1.21.4  Data needs

Basic data requirements are GNP, a measure of the depreciation of manmade capital, and (to calculate Genuine Savings) a measure of consumption, all taken from national accounts. In terms of changes to natural capital, data needs grow are proportionate to the different types of natural capital to be included in KN. Examples may be data on changes in stocks of renewable and non-renewable resources, emissions of pollutants, and marginal costs of extraction of resources. The definition of KN can be varied according to the data that is available.

A1.1.21.5  Key uses – decision-making context(s)

Most literature on Green Net National Product and Genuine Savings focuses on theoretical debate. While it is clear that the exercise has been carried out for various countries, it is not clear how it has been used to affect decision-making.

A1.1.21.6  Key uses – coverage of natural environment

The components of natural environment which are covered by the term KN can change. However, key natural environment components to include would be any that significantly contribute to a nation’s economy – such as fossil fuels, minerals and ores, timber, fish stocks, etc.

A1.1.21.7  Discussion

The concept of Genuine Savings was first used in earnest by the 1999 World Bank publication World Development Indicators, which estimated Genuine Savings for over 100 countries (many countries were unable to be included because of data unavailability).

gNNP by itself is not a good measure of sustainability. Ideally sustainability should have a ‘zero benchmark’; below which it is indicated that a country is moving away from sustainability and above which it is moving towards it. Genuine Savings does have this feature. 

With regards to Genuine Savings, this by itself only acts as an indicator of sustainability with a static population. As Hamilton (2000) points out: “Genuine saving data may answer the question, ‘Did total wealth rise or fall over the accounting period?’ But they do not address the question of whether an economy is sustainable with a growing population”. Hamilton (2000) does however derive an expression which is a test of sustainability (the rate of change of genuine per capita wealth over time is non-negative), and in which Genuine Savings is an important term.

A1.1.21.8  Consideration of distributional impacts 

As with GNP, distributional impacts are not considered. 

A1.1.21.9  Advantages and disadvantages

The main advantage of green GNP and genuine savings is that a wide range of information is taken into account.  In particular, the measures take what are widely recognised to be limited indicators of welfare and growth and replace them with somewhat improved but still limited indicators.  

There are still very many types of natural capital which are inherently resistant to quantification – the most notable example being biodiversity – therefore the definition of KN will by necessity be selective. However, it is better to acknowledge this than introduce components of KN whose quantification lacks rigour. Such an approach of acknowledgement of the limits of quantification is likely to be less data intensive and prescriptive than an approach which tries to include all impacts on natural capital. 

A1.1.22   UK Sustainable Development Indicators

A1.1.22.1  Objectives

The purpose of the UK Sustainable Development Indicators is to monitor progress on Government strategy for sustainable development. The current set of UK sustainable development indicators are set out in SDU (2005) and replace an earlier, larger set of indicators which were defined in 1999 (SDU, 1999).

The indicators are used in conjunction with Public  Service Agreements and are intended as a benchmark against which progress on various fronts deemed important for sustainable development can be measured. According to SDU (1999), sustainable development indicators are intended to:
· describe, overall, whether sustainable development is being achieved;

· highlight key national-scale policy initiatives relevant to sustainable development and to monitor whether key targets are being met in those areas;

· educate the public about what sustainable development means;

· raise public and business awareness of particular actions which they need to take in order to achieve sustainable development;

· report progress to international audiences;

· help to make transparent the trade-offs and synergies between sustainable development objectives.

A1.1.22.2  Theoretical basis

The theoretical basis for the Sustainable Development Indicators is relatively simple compared to the other measures of prosperity. There are 68 indicators which are seen to be indicative of progress towards sustainable development, relating to diverse aspects, such as greenhouse gas emissions, biodiversity, crime, employment, poverty, health, etc.

According to SDU (1999), in order to meet the following technical criteria an indicator should:
· be representative;

· be scientifically valid;

· be simple and easy to interpret;

· show trends over time;

· give early warning about irreversible trends where possible;

· be sensitive to the changes it is meant to indicate;

· be based on readily available data or be available at reasonable cost;

· be based on data adequately documented and of known quality;

· be capable of being updated at regular intervals; and 

· have a target level or guideline against which to compare it.
As the 2005 set is mostly a “slimmed down” version of the 1999 set, it is assumed that the indicators included are required to meet similar criteria.
Twenty of the indicators are given greater prominence in forming a set of “UK Framework Indicators”. These twenty are:

1. Greenhouse gas emissions
13. Resource use 
18. Waste 
20. Bird populations 
27. Fish stocks 
28. Ecological impacts of air pollution 

30. River quality 
32. Economic output 
37. Active community participation 

38. Crime 
40. Employment 
41. Workless households 
43. Childhood poverty 

45. Pensioner poverty 

47. Education 
49. Health inequality 
55. Geographical mobility 

59. Social justice 
60. Environmental equality 

68. Wellbeing 
A1.1.22.3  Data needs

Obviously, 68 indicators, some of which require more than one data set, constitutes a large diverse set of data needs. While details of all the data needs cannot be presented in this section, an indicative sample is presented in the form of the data needs for the UK Framework Indicators above:

1. Emissions of CO2 and other greenhouse gases;

13. Data on quantities of resources used and GDP;

18. Waste arisings by sector and method of disposal;

20. Populations of farmland, woodland, coastal/estuarine and wintering wetland birds;

27. Fish stocks around the UK within sustainable limits;

28. Area of UK habitat sensitive to acidification and eutrophication with critical load exceedences;

30. Rivers of good biological and chemical quality;

32. Gross Domestic Product;

37. Numbers engaged in informal and formal volunteering at least once a month;
38. Crime survey and recorded crime for vehicles, domestic burglary and violence;

40. People of working age in employment;

41. Children and working age population living in workless households;

43. Children in relative low-income households before and after housing costs;

45. Pensioners in relative low-income households before and after housing costs;

47. 19 year-olds with level 2 qualifications and above;

49. Infant mortality and life expectancy;

55. Number of trips per person by mode and distance travelled per person per year;

59., 60., 68. Measures to be developed

A1.1.22.4  Other practical issues

Some of the indicators come under the activities of central government departments only, while some are also the responsibility of devolved administrations. The devolved administrations are developing their own sustainable development strategies.
A1.1.22.5  Key uses – decision-making context(s)

According to SDU (2005), “all central Government departments and their executive agencies will produce focused sustainable development action plans based on this strategy by December 2005 and will report on their actions by December 2006”. Many of the indicators are related to Public Service Agreement targets. It is likely that the sustainable development indicators will provide input into these processes. 

SDU (1999) notes that indicators “should reflect key issues and policy needs”, but “should not be too closely tied to specific policies”, which may evolve. Flexibility is required in case of policy change.
A1.1.22.6  Key uses – coverage of natural environment

The key natural environment-related areas covered are: energy and resource efficiency, sustainable production and consumption, waste, land use, biodiversity, climate change, air quality and freshwater quality. Some of the indicators have relevance for the natural environment outside the UK: e.g. resource use (including, presumably, of imported natural resources), protection of migratory birds, climate change and acid rain.

A1.1.22.7  Discussion

According to SDU (1999), a decision was made to use disaggregated indicators rather than an ISEW or HDI-like measure because the latter are “not scientifically proven” or easily comprehensible to the lay person.

A1.1.22.8  Consideration of distributional impacts 

There are several indicators which aim to track distributional questions, for example, health inequality, environmental equality and accessibility of services.

A1.1.22.9  Advantages and disadvantages

Disaggregated sets of indicators are more transparent and easily understood than an aggregated measure and are more likely to help people understand progress made towards environmental protection. However, such a large set of indicators can provide a very diffuse, rather than a tightly encapsulated, understanding of what sustainable development means, which can obfuscate which areas may need to prioritised.
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ANNEX 2: Literature Overview and References

A2.1  Overview of Literature

A2.1.1    Economic Valuation Methods

Below the literature using economic valuation methods is summarized for each natural environment category within the scope of this study. There is a degree of double-counting of the number of studies across the natural environment categories, as some studies fit in more than one category. When this is the case, the overlaps are identified in each sub-section. There is also a degree of repetition in the literature when a number of academic papers are published from a single valuation study. 

A2.1.1.1  Biodiversity

Table A2.1 shows the results of the literature overview for biodiversity.

	Table A2.1: Literature overview for biodiversity

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Maintaining current status, effect of agricultural policies on habitats
	46 studies of which 3 are MP; 2 are HPP; 15 are SP; 19 are mix including BT
	Defra (or pre-cursors
), Forestry Commission, RSPB, academic research
	Design and CBA of agricultural policies (esp. Environmentally Sensitive Areas), demonstrating the non-market benefits of undeveloped land


MP: market prices; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. ESA: Environmentally Sensitive Areas. The number of studies can add to more than the total as some studies use more than one valuation method.

The reference list for biodiversity differentiates between ‘woodlands’, ‘habitats/ecosystems’, ‘species’ and ‘biodiversity per se’ since these are the major categories we came across in the literature. There is only one primary research study in the UK that looks specifically at ‘diversity’ (Christie et al., 2004). The rest of the literature covers a mixture of habitat and species types and estimates the values of different use and non-use components. This mixture of uses and user and non-user populations is likely to be a result of the way people perceive biodiversity rather than specific needs of the policy or academic research. The finding that some components of the natural environment (or some goods and services) are thought of as parts of a bundle, and valued as such, is also found in other literature reviews (Defra, 2005 and English Nature, forthcoming). There are distinct overlaps between the coverage of biodiversity, landscapes and recreation (so far as use values are concerned).

A2.1.1.2  Water quality, supply and demand

Table A2.2 shows the results of the literature overview for water quality, supply and demand.

	Table A2.2: Literature overview for water quality, supply and demand

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Reduction in water levels and flows; quality of public water supply
	21 studies of which 1 is HPP; 12 are SP; 4 are literature reviews (3 of which are meta-analyses)
	Defra (or precursors), water companies and academic research
	Impact assessment of water use, business planning in water industry


MP: market prices; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. The number of studies can add to more than the total as some studies use more than one valuation method.

This category includes inland water bodies (rivers, reservoirs and wetlands) and water supply (mainly for public use). The Periodic Review process for the water industry means that private water companies also commission economic valuation research which is not widely seen in other sectors. Studies cover both use and non-use components of TEV, but the majority is about the informal recreational use of inland water bodies. Therefore, this category overlaps with recreation and access to the natural environment. In addition, a smaller number of studies that are about the water quality overlaps with the ‘pollution and degradation’ category.

A2.1.1.3  The marine environment

Table A2.3 shows the results of the literature overview for the marine environment.

	Table A2.3: Literature overview for the marine environment

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Recreational use of bathing waters and fishing industry
	13 studies of which 1 is economic impact; 9 are SP and 2 are mixed methods
	Defra, Cabinet Office and academic research
	CBA for Bathing Water Directive revisions and demonstrating the value of angling and the fishing industry


MP: market prices; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. The number of studies can add to more than the total as some studies use more than one valuation method.

The studies in this category concern mostly individuals’ preferences for bathing water quality, sea angling and the economic value of the fishing industry. No study looks at non-use value alone but as the bathing water studies show at least for that use of the marine environment majority of the population can be classified as users (in the broadest definition of the term not limited to swimming). Given that bathing and angling are recreational activities, this category overlaps with recreation and access to natural environment category. 

A2.1.1.4  The soil environment

Table A2.4 shows the results of the literature overview for the soil environment.

	Table A2.4: Literature overview for the soil environment

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Effect of soil erosion
	2 studies of which 1 is production function and the other is yet unknown
	Academic research, NGO (Friends of the Earth)
	Demonstrating the cost of degradation of soil quality


While there are some economic valuation studies that estimate the contribution of soil quality to crop yields in developing countries, an equivalent literature in the UK does not seem to exist. This could be partly because while, say, desertification has been a major livelihood-threatening issue in some developing countries, soil erosion has not been an issue of the same scale in the UK. It could also be because the effect of soil erosion on crop yields is relatively easy from an economic impact assessment point of view, given the availability of crop price data, but the science remains complex. It could even be that the effect on crop yields can be assumed to be taken care of by market mechanisms and crop pricing, and hence is not perceived as a non-market impact (even though there is an uncompensated welfare loss) and may not have attracted academic research. A more thorough search of agricultural economics literature (or commentary from experts in this field) may reveal further studies. Finally, the research gap shown by this overview has already been recognised by Defra, which is currently tendering a methodological paper on using the production function approach to value the soil environment.

A2.1.1.5  Landscapes

Table A2.5 shows the results of the literature overview for landscapes.

	Table A2.5: Literature overview for landscapes

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Change in landscape, maintaining the current landscape
	19 studies of which 2 are TC, 2 are HPP, 12 are SP, 3 are literature reviews (1 is also an SP) and 2 are unknown
	Defra (or precursors), academic research
	Demonstrating non-market benefits, assessment of the ESA policy and design of the aggregates tax


MP: market prices; TC: travel cost; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. ESA: Environmentally Sensitive Areas. The number of studies can add to more than the total as some studies use more than one valuation method.

There are a large number of studies focusing on landscape but covering a number of uses (visual amenity, recreation) and ecosystem services. Economic value estimates are generally not possible to disaggregate between different aspects of the landscape or different uses of the landscape. In fact, the literature seems to be in agreement that landscape may be viewed as a catch-all term for different ecosystem services. The exception to this is the Environmental Landscape Features benefits transfer model (and the literature included in it) which presents economic values for separate landscape features (IERM and SAC, 1999). Finally, a Defra-funded study on the environmental attributes of the Severely Disadvantaged Areas (SDAs) landscape (uplands) in England will produce estimates for some specific attributes of the upland landscape including heather moorland and bog, broadleaved and mixed woodlands, field boundaries and cultural heritage associated with uplands specific to government office regions containing SDAs. The recent literature (especially the ongoing Defra project) shows that economic values are specific to the geographical location based on the abundance of each feature and socio-economic characteristics.

A2.1.1.6  Air quality

Table A2.6 shows the results of the literature overview for air quality.

	Table A2.6: Literature overview for air quality

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Change in the level of pollution and associated (risk of) impacts on human health, natural environment and man-made assets
	22 studies of which 2 are MP; 1 is HPP (meta-analysis); 4 are SP and 15 are mixed and/or BT
	Defra, Department of Health, European Commission, power generation industry
	CBA of air quality targets and policies, VOSL or VOLYL estimates from this literature are used more widely


MP: market prices; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. VOSL: Value of Statistical Life. VOLYL: Value of Life Year Lost. The number of studies can add to more than the total as some studies use more than one valuation method.

Studies on air quality in fact estimate the cost of air pollution and climate change. Earlier studies on air quality were mainly benefits transfers from original research in the US. Estimates of the human health impacts were even taken from the literature on mortality and morbidity from transport. More recently, EU and UK specific studies on human health impacts or risk of these impacts (mostly using stated preference methods) have been commissioned. Impacts of airborne acidifying emissions and climate change on forests, crops, materials and other man-made capital are generally estimated using actual market prices.

A2.1.1.7  Recreation and access to the natural environment

Table A2.7 shows the results of the literature overview for recreation and access to the natural environment.

	Table A2.7: Literature overview for ‘recreation and access to the natural environment’



	

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Formal (market) and informal (non-market) recreational use of different environmental resources and landscapes
	35 studies of which 8 are surveys of expenditures only; 7 are TC (2 of which are also SP); 18 are SP; 1 is mixed
	RSPB, Tourism authorities, National Trust, Forestry Commission, academic research
	Demonstrate the economic value of informal recreation, justify investments in recreational facilities and conservation


MP: market prices; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. The number of studies can add to more than the total as some studies use more than one valuation method.

This category includes land based and inland water recreation. Coastal bathing water studies are not included here but under the marine environment. Although outside the scope of this study, some studies using tourism expenditure (without applying the full travel cost method) are also included in the above table. For a full list of similar studies see Defra (2004). Some of the reported literature is clear in stating its context: the affected population are those involved in recreation, and their preferences for alternative recreation opportunities are sought (through market data on expenditures, revealed preference or stated preference). But others are not as clear; they may be incorporating ecosystem services as well as the recreational activities. This could be determined by analyzing what is asked to respondents (if an SP study) and what is already known by the respondent / affected population (both in SP and RP studies). The former requires an in-depth review of the literature, which is outside the scope of this literature overview. The latter can only be tested within a study but is often not done. 

A2.1.1.8  Pollution and degradation

Table A2.8 shows the results of the literature overview for pollution and degradation.

	Table A2.8: Literature overview for ‘pollution and degradation’



	

	Valuation context (change)
	Number of studies
	Commissioning bodies
	Use of valuation estimate in practice

	Cost of current pollution / degradation levels or the benefits of different control policies
	16 studies of which 3 are MP; 1 is HPP; 8 are SP; 3 are BT
	Defra, academic research
	Defra – disamenity component of the landfill tax, input to pesticide tax studies (not implemented) and CBA of various pollution control policies


MP: market prices; HPP: hedonic property pricing; SP: stated preference; BT: benefits transfer. The number of studies can add to more than the total as some studies use more than one valuation method.

This heading of literature excludes the studies on air quality which are covered above, but includes a vast array of different environmental media and economic sectors including use of pesticides in agriculture, water quality, flooding, and disamenity from landfills. Affected populations covered in the studies include those who are at risk from pollution, those who may be at risk, and those who may not be affected or at risk but may have preferences for other reasons (such as altruism). 

A2.1.2    Deliberative and Participatory Valuation Methods

This section reports on the overview of the literature on deliberative and participatory valuation methods. The same approach of literature database searching, and searches of public agency and academic websites was adopted.  Unlike the previous section, this overview includes technical literature and studies from outside the UK, especially for those methods that have not been widely used in the UK.  For those methods that have been widely used (e.g. surveys) this review is in no way intended to be comprehensive. The review has been supplemented by the suggestions of several expert consultees; the consultation also drew support for the approach of presenting a sample of literature rather than aiming for comprehensive coverage.

There is a fair-sized literature on participatory approaches in the management of technological risk, including applications to genetically modified organisms, nuclear waste disposal, and recently nanotechnology.  Obviously there are important environmental aspects to all such examples. Indeed, it is characteristic of participatory approaches that they are directed at specific decision contexts which may cross-cut a number of environmental and other areas. Participatory approaches are not well suited to “valuing” a single environmental function independent of context, in the way that economic methods might be applied to estimate values for, say, a specific reduction in air pollutants. Rather, they are applied to holistic questions such as “how should we deal with radioactive wastes?”. 

One of the implications of this is that it is difficult to make the reporting in this section and in the corresponding section on economic valuation conform to exactly the same style and framework. 

A2.1.2.1  Survey approaches

Surveys have been used very successfully in the fields of sustainable waste and energy management, where attitudinal variables constitute a very important element of any drive towards stakeholder engagement and improvements in the direction of sustainability. In this respect open-ended questions can provide an important opportunity for interview respondents to expand upon more direct answers given in response to closed questions. They are often combined with focus group discussions (see below), either beforehand, used to help determine the questions to ask, or afterwards, which can provide the opportunity for clarification and further insights that might be used to inform future decision-making and policy directions. 

Questionnaires are a very widespread research technique and the overview has not attempted to cover a huge range of questionnaire studies. Rather we have focused on more general, large scale surveys covering a variety of resources and issues, and have given a few examples of studies on specific resources including eco-labelling for food, streetscapes, waste management and transport. Eurobarometer
 surveys undertaken for the European Commission across the Member States also fall into this category when they cover environmental issues. 

Defra (2001) is a good example of survey approaches in the UK context. Surveys may also be very specific in focus.  Often, however, this forms only part of a larger study; in many cases broader economic valuation studies, or one of the other methods discussed here. There are relatively few published studies in the general area of the natural environment which report only the results of a survey. Our literature overview revealed 17 studies of which eight were general and nine were concerned with specific environmental issues.

A2.1.2.2  Focus groups

Focus groups are widely used in political and market research, for example for studying consumer attitudes to health and nutrition. There are many studies which straddle the boundaries between these topics and natural environments.  Kaiser et al. (1999) examine the link between environmental attitudes and “ecological” behaviour. There are a number of applications in environmental health, though some of these are only tangentially relevant to natural environment issues (e.g. Boman and Enmarker 2004 on noise in schools). Lobdell et al. (2005) focus on the use of focus groups in environmental health research. Lima (2003) covers the impact of environmental risk on mental health.  

Focus groups are often used to cover rather complex issues, where respondents may not be simply for or against. For example Beckwith et al. (2003) study GM issues in the US and report that “participants demonstrated a complex mental picture of plant biotechnology, including many related environmental, socio-economic and value-driven issues”. Gow and Leahy (2005) and McDaniels et al. (1995) look at attitudes to environmental risk. These approaches can reveal key information about how people frame different topics, which can guide future research.  

Like surveys, focus groups are often combined with other methods. Many studies also involve surveys and/or interviews (e.g. Marcus 2001, Stein et al. 1999, Tunstall 2000, Desvouges and Frey 1989). There is evidence that surveys and focus groups reveal different information and should be viewed as complements not substitutes (Kaplowitz and Hoehn, 2001). Increasingly they are being used as part of stated preference surveys, beforehand as a means of improving the design of the survey and avoiding some of the biases and problems identified with some stated preference applications, and/or afterwards as a means of better understanding how respondents have dealt with the survey (Chilton and Hutchinson 1999a, 1999b, Hoehn et al. 2001, Kontogianni et al. 2001, Bateman et al. 2005, Powe et al. 2005).  Bateman et al. (2005) for example report that “qualitative focus group analyses are good indicators of whether a given change is likely to be considered trivial or not”, and if they are considered trivial, scope sensitivity tests are unlikely to be satisfied.

Other focus group research may not have any link with economic valuation but may aim for a more qualitative assessment of value. For example, Cortese (2003) combines focus group and survey methods to identify a set of social, economic and environmental issues which together “constitute a set of community values for water” in the context of a US river. Focus groups are also used as a means of harnessing local knowledge, for use in improving or assessing management structures (e.g. Baird and Flaherty 2005, Hall-Arber and Pederson, 1999).  

The literature overview revealed 44 studies of which there are 20 covering general environmental issues; seven on biodiversity; one on recreation; six on water, wetlands and coasts; eight on forests, fisheries and agriculture and two on energy and transport. 

A2.1.2.3  Citizens’ juries

Citizens’ juries have been used to address various environmental issues, ranging from the very local, such as wetland creation in the Fens (Aldred and Jacobs, 1997) and local waste management options (Kuper, 1998), to playing a role in nationwide debates such as genetic modification and biotechnology (Purdue, 1999).

The literature overview revealed 24 studies of which there are 19 covering general issues concerning citizens’ juries; two on water, wetlands and coasts; two on forests and one on energy, carbon and transport.

A2.1.2.4  Health-based approaches

There is a range of literature examining QALYs, DALYs and WTP-based measures of health improvements, analysing the conditions under which different approaches are equivalent, and outlining which approaches are preferable in different settings (see references in Annex 2). Much of this literature is concerned with the technical details of models of individuals’ preference structures, and whether or not the restrictions can be expected to hold in any given situation, both of which are beyond the present scope of this report.  The literature overview therefore does not attempt to give a comprehensive review of this literature, but reveals 57 studies relevant to the use and valuation of health-based approaches.  These studies are not directly related to environmental applications of health based methods, but have relevance  to future attempts to make such applications.

A systematic review conducted by Tsuchiya and Dolan (2005) reports the growing use of QALYs gained as a measure of individual gains in utility from treatment. The paper suggests that individual preferences over health are indeed influenced by the duration of health states and their sequence, but with much variation across individual respondents, and concludes that the necessary assumptions for using QALYs tend to hold much better when valuations are aggregated across respondents. This is encouraging for economic evaluations that rely on using average (mean or median) values. 

A2.1.2.5  Q methodology

Barry and Proops (1999) suggest that Q has the potential to contribute to environmental policy analysis and the creation of a more participative, democratic and effective form of environmental policy-making. This method clearly has potential for a range of uses in environmental valuation and policy analysis. For example, Webler et al. (2003) explore what factors influence the decisions of New England local governmental officials to participate (or not) in regional collaborative environmental policy-making on watershed management planning. Salazar and Alper (2002) use Q to discern patterns of association between particular sets of environmental ideas, and beliefs and values related to democracy and social justice with a sample of environmentalists. Wilkins et al. (2001) explore how experts view complex and interrelated issues related to genetically engineered food crops.

Q has even been used to assess what the public is looking for in participatory processes. Webler et al. (2001) and Davies et al. (2005) suggest using Q as an aid to recruiting participants for wider participatory research, as a way of helping to ensure that a broad range of attitudes or ‘types’ are included in the process.
The literature overview revealed 16 studies of which there are eleven are on general issues; one on biodiversity and conservation; one on water, wetlands and coasts; two on forestry and one on energy, carbon and transport.

A2.1.2.6  Delphi surveys and systematic reviews

Systematic reviews are common in health literature, and are being pioneered in conservation by the Centre for Evidence Based Conservation at the University of Birmingham. Mostly however these surveys deal with the technical side of environmental and conservation issues – that is, they aim to answer questions about the precise effects of particular policies or interventions, rather than looking at values as such. 

Delphi has recently been used to assign expert weights within the context of a MCA / economic valuation of a world heritage site (Curtis, 2004). Moffat et al. (2001) use Delphi (along with other methods) to examine how forest management might alter in response to sustainability issues.  Other applications include assessing the benefits and costs of flood damage reduction (de Loe and Wojtanowski, 2001) and assessing the environmental effects of agricultural wastes (Kushwaha et al. 1999).

Delphi-style approaches can be used to collate stakeholder views on environmental values and/or which policies should be followed. For example, Gokhale (2001) uses Delphi techniques to assess sustainable development strategy for Mumbai with a small number of local environmentalists. Tapio (2002) uses two rounds of Delphi combined with cluster analysis to construct scenarios for climate policy. Shiftan et al. (2003) use Delphi to construct “expected” and “desired” scenarios for a sustainable transport system in Tel Aviv.

Delphi methods and systematic reviews can provide useful input to other participatory methods (e.g. background evidence for a citizens’ jury), economic valuation methods (e.g. information for a stated preference survey) and more directly to the decision-making process itself

The literature overview revealed 17 studies of which there is one on general environmental prioritization; seven on biodiversity and conservation; one on water, wetland and coasts; three on forestry; and five on energy, carbon and transport.

A2.1.3    Decision Support Methods

A2.1.3.1  Cost benefit analysis

As a decision support framework, CBA can, potentially, be applied to the appraisal of any project, programme or policy in any component of the natural environment. Its application is limited by the ability of impact assessment and valuation methods to identify and quantify all relevant costs and benefits. In addition to answering the appraisal questions of ‘is the given objective worthwhile?’ and ‘if so, what is the most efficient way of achieving it?’, CBA can also be used as a tool for negotiation between different stakeholders. Even if incomplete, CBA allows for a systematic presentation of impact and valuation information. One such point of negotiation could be spending on mitigation actions.

There are several text books on the theoretical basis and implementation of CBA going back over thirty years (e.g. Mishan, 1988, the first application of which was in 1971). More recently, textbooks have also focused on the valuation of impacts that are not reflected in the markets, i.e. non-market, and on providing specific examples relating to the environmental policy (e.g. Pearce et al, 2006, and Broadman, 2006). There are of course also official guidance documents on CBA including the Green Book in the UK (HM Treasure, 2003) and guidance in the USA (USEPA, 2000). The literature overview has not gone into the detail of the application of the CBA in each of the natural environment components. 

A2.1.3.2  Cost effectiveness analysis

Principally, CEA can be applied in contexts where specific regulatory objective is required to be met (e.g. minimum standards), since typically there will be no variation in outcomes acheieved by alternative options (as each option will be designed to meet the target standard). The fixing of the objective is crucial since CEA cannot help answer the question of whether the objective is worth achieving as it is not concern with the benefits of the objective but simply with the most effective way of achieving it. CEA may also be employed in instances where monetised measures of outcomes are not available, for instance in conjunction with weighting and scoring techniques such as MCA. 

CEA represents a framework for analysis and hence can potentially be applied to any decision-making context relating to natural resources and the environment so long as data on costs of achieving a given objective exist. All new regulations go through a cost effectiveness as well as CBA process. This is especially the case in the current and upcoming implementation of the Water Framework Directive. The literature overview has not gone into the detail of the application of the CEA in each of the natural environment components.

A2.1.3.3  Multi-criteria assessment

There are many different variants of MCA.  These have been widely used in a number of environmental contexts. It has been explicitly flagged up as a tool for environmental impact assessment (Ramamathan 2001, Greening and Bernow 2004). Joubert et al. (1997) argue that “multi-criteria decision analysis approaches are especially appropriate in participatory democracies where decision-making methods need to allow for direct input from those affected”.  MCA has been used extensively in natural resource management, including agriculture, water, conservation, and also in energy and transport planning and assessment.

Newer variants of MCA are also becoming more widely applied. For example multi-criteria mapping (MCM) has been used for comparison of current and more precautionary EU GM legislation (Mayer and Stirling 2002). Brown et al. (2001) introduce “trade-off analysis”, another variation on the MCA theme.  

MCM has been used in the appraisal of options for energy policy (Stirling 1994), for food production (Mayer and Stirling 2002; Stirling and Mayer 2000; 2001), and developing criteria for the evaluation of local outreach strategies (Clark et al. 2001). Stakeholder Decision Analysis (a form of MCA) has been applied in a number of environmental planning contexts including the New Forest Local Environment Agency Plan 1997-8 (Burgess et al. 2000); the Lower Severn Estuary Plan 1998-9 (Burgess et al. 1998); the island of Jersey Sustainability Strategy 1998-2000 (Collins and Burgess 2000); and the Sustainability Strategy for the Greater London Authority (Harrison et al. 1999).

Some research has compared outcomes of MCA and CBA methods (e.g. Brouwer and van Ek, 2004). Other work has focused on integrating MCA and other methods: for example, Strijker et al. (2000) integrate MCA and CBA, and Turner et al. (2000) argue that “a combination of economic valuation, integrated modelling, stakeholder analysis, and multi-criteria evaluation can provide complementary insights into sustainable and welfare-optimising wetland management and policy”. Geneletti (2004) integrates MCA and geographical information systems in the context of spatial decision-support techniques in land-use planning for nature conservation. MCA has also been combined with technical ecosystem models, for example, Mysiak et al. (2004) links MCA with hydrological models. 

“An important research question remains how to assess, integrate and trade-off (1) significantly different types of impacts in a methodologically sound way in both cost-benefit and multi-criteria analysis, and (2) significantly different types and quality of available knowledge and information about these impacts” (Brouwer and van Ek, 2004).

The literature overview revealed 66 studies of which 19 are on general (and technical) issues; 11 are on biodiversity and conservation; nine are on water, wetlands and coasts; 11 are on forestry, fisheries and agriculture; and 16 are on energy, carbon and transport.

A2.1.3.4  Comparing CBA and MCA

Some research has compared outcomes of MCA and CBA methods (e.g. Brouwer and van Ek, 2004). Other work has focused on integrating MCA and other methods: for example, Strijker et al. (2000) integrate MCA and CBA, and Turner et al. (2000) argue that “a combination of economic valuation, integrated modelling, stakeholder analysis, and multi-criteria evaluation can provide complementary insights into sustainable and welfare-optimising wetland management and policy”. Geneletti (2004) integrates MCA and geographical information systems in the context of spatial decision-support techniques in land-use planning for nature conservation. MCA has also been combined with technical ecosystem models, for example, Mysiak et al. (2004) links MCA with hydrological models. 

“An important research question remains how to assess, integrate and trade-off (1) significantly different types of impacts in a methodologically sound way in both cost-benefit and multi-criteria analysis, and (2) significantly different types and quality of available knowledge and information about these impacts” (Brouwer and van Ek, 2004).

A2.1.3.5  Life cycle analysis

LCA has been widely used in studies of waste management, for assessing the relative impacts of different options including recycling, landfill and incineration (eg Bovea and Powell, in press).  It has also been used in comparing the whole-life environmental impacts of specific products, for example, batteries (Rydh and Karlstrom, 2002), electrical goods, and fuel (ethanol) (Kim & Dale, 2005).  Often this has been with a view to selecting a particular product with lower overall impact: for example, in comparisons of PVC and alternative materials (Baitz et al, 2004)   Other important applications in the UK and Europe include the World Energy Council’s (2004) comparisons of alternatives methods of generating electricity. 

The review of literature revealed 13 studies, of which seven were general, four related to waste, and two to energy.
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ANNEX 3: Summaries of Policy Consultation and Workshops

This annex contains summaries of responses from a questionnaire-based consultation of expert opinion (Section A3.1), a further questionnaire of people involved in policy-making (Section A3.2) and two workshops (Sections A3.3, A3.4) of policy makers which were conducted as part of the study.

A3.1 Expert Consultation – Summary of Responses

A3.1.1  Method

A total of 54 experts, primarily from the UK, were invited to comment on one or more of the valuation methodology fiches prepared. A total of 23 replies were received (not counting the replies from those who were not able to help), a response rate of 43%.  

The responses have been incorporated in redrafting the fiches and updating the literature lists presented in this draft final report. Sections A3.1.2 – A3.1.4 below present some of the key points arising from the expert consultation.  

A3.1.2  Overall Assessment

The general view expressed in the responses was that our fiches were fairly accurate and useful.  There were some exceptions to this, discussed below, which the experts were able to help us revise.  

The covering letter from DEFRA sent to the experts refers to 'work with stakeholders to develop a clear vision and coherent approach for the UK to the protection and enhancement of natural resources by the end of 2005'.  One of the experts expressed the opinion that the term ‘natural resources’ should focus on non-manufactured resources including minerals, crops, timber, game resources (birds, mammals)  rangeland (uplands, rough grazing), fish stocks, and so on,  but thought that our work suggested more a focus on ‘Countryside management and conservation’. Given that the title of the project is ‘natural environment’ rather than the ‘natural resources’ this potential confusion of terminology will be avoided when the report is published. 

Terminology: two respondents commented on the use of “non-economic” as a descriptor of those methodologies falling outside the quantitative, economic approach. They suggested that to define these methods by what they are not is rather unfair, and by implication seems to suggest that there is something positive or correct about “economic” methods which is missing from those which are “non-economic”.  

This left the issue of what terminology should replace “non-economic”. One suggestion was “common good approaches”; however we felt that this erred on the other side, implying that the “economic” methods were somehow in conflict with the “common good”. Another suggestion was “deliberative and participatory”, which seemed the most appropriate choice, although this left us with a problem relating to those methods which are neither economic nor deliberative or participatory: questionnaires, health-based methods, systematic reviews. However, we settled for this label.

Specificity: A number of respondents pointed out that there was a degree of crudeness in our lumping together different methods under a single fiche heading. On the other hand, respondents also recognised that we were trying to keep the number of fiches to a manageable level, allowing each to be “stand-alone” while avoiding too much repetition.  We think we have the number of fiches about right, so our response to these comments has been to tighten up our explanations of the differences between the similar methods grouped together within a single fiche.

Purpose of methods the point was made that many of the methods being considered are not really “valuation” methods at all; rather, they are ways of taking the environment into account. But the need for quantified values arises only as an input to a decision-supporting framework such as CBA. There are other decision-supporting or decision-generating methods such as MCA or Citizens’ Juries which do not require monetary quantification on environmental impacts.  A very closely related point focused on the importance of the lively debate between social scientists from different disciplinary perspectives about how (and why) nature should be valued.  As we have stated in this report, the dominant economic paradigm is rationalist and utilitarian in orientation, arguing that values for nature can be captured through a variety of preference-based methods and expressed in a monetary surrogate. Challenges to this perspective have come from academics who question the appropriateness of the economic paradigm in answering questions that pertain to collective action problems in relation to public ‘goods’; to the incommensurablity of values which means they may not, meaningfully, be reduced to a single monetary metric; and specific methodological issues associated with  contingent valuation  techniques.  Of course these points are reflected in the body of the main report, but the respondents did not have this.  The expert responses received show that there is disagreement on whether or not monetary valuation is a valid and useful approach in all cases, but agreement on the need for improved methods of taking the environment into account, and broad agreement on the idea that valuation, deliberative methods and decision support methods are different things which may all have a useful role to fulfil. These points we have taken up by strengthening our discussion in the main report.

Combination of methods there was disagreement on the extent to which combining deliberative methods with monetary valuation was a useful approach.  One respondent stated strong opposition to the combination, stressing that “what is crucially missing is that ‘deliberative and participatory’ approaches emerge from a theoretical background which sees them as helping generate collective decisions”.  

Most appropriate applications of methods few experts took up our question about the most appropriate resources to which methods could be applied.  The method fiches that were sent to the experts already covered the application contexts, and in many cases the methods are of very general applicability (e.g. surveys, contingent valuation and so on), or the restrictions are well-known (e.g. travel cost).  Some debate on this issue arose for focus groups (see below).

Research directions: rather more suggestions were made regarding future research needs.  Several experts flagged up in various ways the more recent developments in attempting to combine economic valuation with deliberative approaches, and suggested further work on a number of fronts.  There is also criticism of these approaches, as discussed under “combination of methods” above; future research needs to establish both what is gained and what is lost by combination of methods with somewhat different theoretical backgrounds.

Two particular research issues for participatory methods, identified in the expert consultation, and on which the Sustainable Development Commission has been working, are:

· the real value of participatory exercises, and associated issues: these include representativeness of the sample (is this necessary, and what are the legitimacy issues associated with small, unelected samples), ensuring participation, embedding of the outcomes in the institutional processes that instigated such exercises.

· the value of upstream engagement: involving stakeholders and public in discussions about a particular issue / topic before it becomes potentially explosive (e.g. nanotechnology).

In health methods, one expert flagged up the use of “mapping exercises” between a disease-specific quality of life index and one of the standard “generic” health state indices such as EQ-5D, by asking a sample of people to fill out both questionnaires and then using regression analysis to derive a mapping equation. He suggested this approach could have potential in the environmental context (mapping from whatever environmental health index is available) and this is a possible research topic.  

Several respondents pointed out the increased effort devoted to monetary valuation in health, and in particular to assessing the societal value of a QALY in money terms
. This research will be relevant to any attempt to compare environmental benefits assessed in QALY terms with their assessment in monetary terms.

A3.1.2.1  Economic valuation methods

Stated preference:  an expert suggested we devote a little more space to spelling out the different forms of elicitation format in CV.  Several mentions were made of combined methods, both stated preference with revealed preference, and stated preference with participatory methods.  We have expanded our coverage of these developments. Some other valid points were made which we felt were too technical for a report of this kind. Several new references were proposed. 

Hedonic methods: an expert suggested placing more emphasis on the use of GIS with hedonic methods.

No comments requiring significant variations were received for the other fiches in this section.
A3.1.2.2  Deliberative and participatory valuation methods

Health-based methods: The experts suggested that our coverage of health-based measures should give less space to HYEs, on the grounds that HYE is a theoretical proposition which has not proved useful in practice, and has to a large extent been discredited. They suggested keeping the current focus on QALYs, but making more mention of DALYs, and also reflecting the more recent move (in health assessments) back towards economic valuation methods and CBA. Further suggestions included changes to our treatment of equity to reflect better the differences between QALY and WTP based measures of utility, more clarity on the difference between “welfarist” and “policy maximand” interpretations of QALYs, and proposed the idea of “mapping” from an environmental quality of life index to a generic health state index.  We revised the fiche accordingly. Several of new references were added, including some work which is “forthcoming”.

Focus / In-depth groups:   key points here included the need to be more explicit about the differences between focus and in-depth groups, and the need to be clear that focus groups do not aim for statistical representativeness. There were conflicting comments from the experts in terms of the ability of focus groups to deal with conflicting issues. A couple of experts agreed with our interpretation that focus groups might be less useful where positions are highly entrenched. They pointed out that focus groups would work with relatively homogeneous subsets of opinion and that focus group studies often seek to homogenise internally (a group of single mothers, under 30, with 2 children) whilst maximising heterogeneity between groups. However, another expert disagreed with our interpretation and suggested that “medium sized groups 15-20 with good facilitation are absolutely brilliant for exploring difficult local issues! – but the emphasis is on good facilitation.”  

Our overall view here is that group methods are used in a variety of ways, and that it would not be productive in general overview work of this kind to be over prescriptive about what exactly qualifies as a focus group, and what is some other kind of small group work, and so on.  Rather we have aimed to clarify within the fiche that different forms exist, and that some may have claims to a particular theoretical justification which others lack.

Other experts pointed out that our section on analysis of focus group data was too brief and did not cover the more sophisticated techniques available.  We have made some mention of these, but have avoided technical detail.

Citizens’ Juries and Consensus Conferences: one expert flagged up the need to be more explicit on the differences between these approaches, and in fact suggested omitting the latter.  We have elected to keep both in, but have clarified the differences; the focus remains on citizens’ juries, in keeping with the expert’s suggested focus. A number of other suggestions for drafting changes were made and taken on board.

Q-methodology: an expert suggested some minor revisions, in particular to stress that Q does not aim for random or unbiased sampling, and indeed often uses purposive sampling to ensure all viewpoints are covered.   

Delphi and systematic review: more clarity was required in stressing the differences between these methods.  Several references on biodiversity / conservation were added.

A3.1.2.3  Decision support tools

Cost Effectiveness Analysis: the main comment here was that more clarity was required on the differences between cost-minimisation analysis and cost-effectiveness analysis. Also flagged up was the need to consider methods on their own terms, i.e. not to criticise CEA and MCA for being unable to do what CBA sets out to do, but rather to focus on what they can do.  In particular the expert suggested stressing the role that CEA/MCA methods can play in cases in which individualist, welfarist benefit estimates are too contested or illegitimate, as has often been the case with health impacts.
MCA methods: One expert was seriously critical of the MCA fiche.  We were not convinced by all of the criticisms and asked a second expert to review both the fiche and the comments.  That expert suggested that we should keep our ground but make some clarifications. Having made a number of changes to clarify the fiche we are now confident that it is a fair reflection of multi-criteria approaches in the round even though it does not go into great detail on the nuances separating multi-criteria decision making, multi-criteria decision aid, participative multi-criteria analysis and social multi-criteria evaluation.

Policy Maker Consultation - Summary of Responses
A3.1.3  The Consultees

The policy maker / advisor questionnaire was emailed by Peter Costigan on 13th December 2005 and again on 11th January 2006 to policy makers and advisors in different departments of Defra and other organisations as listed in Table A3.1

	Table A3.1: Policy makers responded to the consultation questionnaire

	Name
	Surname
	Organisation
	Responded to

Questionnaire

	Ian
	Dickie
	RSPB
	Y 

	Tanya
	Olmeda-Hodge
	CLA
	Allan Buckwell 

	Graham
	Catt
	DCMS
	Y

	Martin
	Coulson
	MOD
	Y

	Giordano
	Colarullo
	Ofwat
	Y

	Robert
	Henderson
	SEERAD
	Y

	Tony
	Pike
	Defra
	Y

	Judith
	Stuart
	
	Y

	Madeleine
	Garlick
	
	Y

	Pam
	Mason
	
	Y

	Helen
	Dunn
	
	Y

	Belinda
	Gordon
	
	Y

	Heloise
	Tierney
	
	Y

	Richard
	Clarkson
	DfT
	Y

	Ronan
	Palmer
	Environment Agency for England and Wales
	Y – as part of team response

	Rob
	Curry
	
	

	Jenny
	Cooper
	British Waterways
	Y

	Pippa
	Langford
	Countryside Agency
	Alison Hill responded

	Andy 
	Wharton
	
	Christine Tudor responded

	Val
	Kirby
	
	Y

	Tim
	O’Riordan
	Sustainable Development Commission
	Anna Beaumont responded instead

	Jonathan 
	Porritt
	
	


A3.1.4  Introductory Questions

A3.1.4.1  Main Functions of Respondents (Q1)

Typical functions stated were: implementation of policy; supporting senior officials or management; liaison with external stakeholders; use of or advice on monetisation, CBA, economic impact assessment or regulatory impact assessment; policy development; policy and project appraisal and evaluation; collection of evidence for policy; participation in international negotiations; guidance on land management; managing or coordinating research; estimation of recreational demand; and general economic or scientific research.

Policy areas covered were: land use, agri-environment policy, rural development, natural resources, fisheries, natural heritage, biodiversity, soil, water resources, water ways, social policy and tourism.

A3.1.4.2  Prior experience with decision making relating to natural environment (Q2)

Prior experience covered advising about the optimal policy approach to achieve environmental objectives, academic experience, planning, policy-making, evaluation and scientific roles within Defra and other agencies, evaluation of utility investment projects, and responsibilities relating to tourism promotion.

A3.1.5  General Information for Decision-Making

A3.1.5.1  Types of information used (Q3) / Access to information (Q4)

Kinds of information required/used:

· NPV values for CBA

· Impacts of policy development on landowners, public

· Information on uncertainty of costs/benefits

· Demand for access from public

· Approaches and solutions used elsewhere in the world

· Financial costs to business of regulation

· Data on industrial production

· Data on physical impacts of pollutants

· Surveys of recreational users

· Hedonic pricing information

· Sustainability indicators

· Scientific research

· Land records, landscape assessments, development plans, property valuations

· GIS data

A wide variety of evidence is used from the following sources:

· Governmental organisations 

· Strategies and publications

· Contact with policy officials and colleagues

· Reports 

· Specially commissioned studies

· webTAG

· Regional Development Agencies

· Surveys

· Fieldwork (e.g. counting users of a canal, scientific fieldwork)

· Local authorities

· Regional Development Agencies

· Government statistics

· “On the ground” staff

· Academia

· Expert opinion

· Valuation studies

· Papers

· Environmental and economic data

· Direct communication

· Libraries

· Industry

· Reports

· Water companies

· Trade associations

· Information on cost of regulation


· Non-governmental organisations

· Data from international research organisations (e.g. IUCN)

· Campaigning organisations “if they can demonstrate their methodological approach”

· Transnational bodies

· UNESCO

· Public

· anecdotal evidence

· feedback

· Internet / web searches

· Databases (e.g. EVRI)

· Elsewhere

· Networking

· Conferences

· Unsolicited information

A3.1.6  Information Gaps

A3.1.6.1  Gaps and impediments (Q5)

Most respondents acknowledged that data gaps do exist, and recognised that acquiring the full range of information which they needed was unachievable; but they also said that lack of data could not prevent the decision-making process from going ahead – although it might lead to sub-optimal decisions. Respondents made or advised others to make decisions on the best available evidence.

Particular data gaps mentioned were reliable data on: different types of costs (especially opportunity costs); the level and value of non-market benefits; measurable information on demand and benefits of countryside access, wildlife and health; information on behavioural change (e.g. price elasticities); and gaps in the scientific knowledge base on biodiversity and ecosystems. One respondent mentioned that survey sampling sizes were not always large enough for “fine-grain analysis” in studies other than the one for which they had been commissioned.

Four respondents did not think that lack of information created any kind of problem in their job. Amongst these were someone who thought there was “too much information to absorb in the timeframe available”; and someone who felt that there was enough improvement now in information provision to avoid data gaps.
One respondent went into some detail about data gaps faced in his work related to monetary valuation. He had observed a dearth of monetary estimates which are both reliable and accurate and listed the following reasons: (1) changes forecast in policies examined were different to those previously seen in valuation; (2) uncertainty in physical impacts magnifies valuation uncertainty; (3) valuation deals too much with certain improvements and not with probabilistic changes; (4) the temporal reliability of dated valuation estimates is not known; (5) frequently values are found without the specific aim of being transferred.

A3.1.6.2  Extra information that could be useful (Q6)

Some respondents replied that it was not a type of extra information that as required, but easier access or perhaps central storage of information: “easier identification of all the relevant information on a specific issue on a central database would be ideal”. Another mentioned that subscriptions to key academic journals would be useful.

Other information cited that might prove useful included information on: the full environmental impacts of land management activities; the economic value of different environmental resources; public opinion as to which resources are most valuable / important for quality of life; information on the costs and effectiveness of agricultural measures; information on how transport affects the economy, environment and society; the values of various aspects of landscape and biodiversity attributes; and on increases to property prices (and more information of non-market benefits in general) from amenity.

One respondent implied that any data and/or evidence gathered might not always be fit for purpose if there is not “a clearly researched and defined statement of what the problem the policy aims to tackle really is”.
A3.1.6.3  Reasons for gaps (Q7)

The main reason given for data gaps (data gaps on monetised values were specifically mentioned) was that data was difficult and expensive to obtain; in particular the cost of stated preference studies is high. Sometimes budgetary pressures create projects which “lead to a shorter-term view” than might be ideal. Commercial confidentiality and slow responses from “less scrupulous” companies were cited as problems when gathering information on the costs of regulation.

Other reasons given were that techniques for gathering information are not fully developed; and one respondent cited a previous lack of policy focus on the environmental medium in question as the cause for data gaps. 

There is sometimes a lack of personal awareness of what information exists already. Efficient dissemination of information and knowing where to find it were also issues for a few respondents: “there is a wealth of information available and its as much to do with knowing what is available as well as getting access to it … The gaps arise from there being no central body or source as well as there being no/little data available.”

One respondent gave a very detailed answer to this question, pinpointing a “lack of clear institutional ownership of the problem” of gathering information: “For example, the Environment Agency is tasked with having regards of costs and benefits when regulating, however this has rarely translated into a clear drive to carry out/finance stated preference research”, which seems to originate more from Defra, although not “in a systematic fashion”. 

Finally, data gaps also exist because of a lack of scientific consensus, or of communication between the scientific community and policy-makers.
A3.1.6.4  Dealing with gaps in the information (Q8)

Respondents indicated that where there are data gaps they work with the best available evidence, or “soft” expert evidence, consultancies, stakeholder consultation, “informed guesswork” or “common sense”. If appropriate quantitative information is not available, then qualitative is used. Results from opinion surveys are sometimes used as a proxy for monetised benefits, or qualitative descriptions of benefits are used where monetised estimates are not available.

Respondents noted that it was important to acknowledge the limits of the information which they had available, and clearly express any caveats (“where assessments … [are] significantly sensitive to informational gaps this is highlighted in the advice to Ministers”). Techniques such as scenario analysis and sensitivity analysis are used. 

A3.1.6.5  Use of Consultation (Q9-12)

See Table A3.2 for a summary of Questions 9-12.

A3.1.6.6  Types of consultations made and with whom (Q9)

Most respondents consult with their immediate colleagues on a standard or ad hoc basis; a third also frequently consult with (other) government agencies and departments. Other frequently consulted groups included industry representatives, academic experts, NGOs, the public and pressure groups (all with about half of respondents consulting them at some point). There were few obligatory consultations. 

A3.1.6.7  How useful the consultations are (Q10)

In general, respondents found most of their own consultations useful in providing information for their job. Consultations with pressure groups, community groups and politic parties were considered least useful. One respondent from a membership organisation noted that we had not included “members” on the list, and that these provided him with absolutely essential information.


A3.1.6.8  How the consultees see them

According to respondents, environmental NGOs and other pressure groups were most likely to find consultations useful; political parties, the general public and local authorities the least.

How central is the “value of the natural environment” to these consultations?

From responses, most of the consultations seem to be centred on, or contain a large element focussed on, the value of the natural environment. This was least likely with business/industry.

	Table A3.2: Summary of average responses given to Questions 9-12. 

	Consultees

Consultees
	Q9: Type of consultation
	Q10: My view of consultation
	Q11 Their view of consultation
	Q12: Role of Environmental Value in consultation

	Immediate colleagues
	1.9
	2.8
	2.7
	2.1

	Local authorities
	1.1
	2.2
	1.7
	1.9

	Other government agencies / departments
	1.8
	2.5
	2.3
	2.1

	Representatives of business / industry
	1.4
	2.4
	2.3
	1.8

	Academic experts
	1.3
	2.4
	2.1
	2.2

	Environmental NGOs
	1.4
	2.5
	2.8
	2.2

	Pressure groups
	1.3
	2
	2.7
	2.3

	Political parties
	0.2
	1.5
	1.5
	2.5

	Community groups
	0.8
	2
	2
	2

	General public
	1.2
	2.3
	1.9
	2.2

	Other (please specify)


	0.5
	3
	3
	2.5


The average score responses to the various questions are presented (blanks were not included in calculating the averages). The question scores were as follows. Question 9: 3 = Formal / legal requirement; 2 = Not obligatory but standard; 1 = Consult on ad hoc basis; 0 = Never consult. Question 10: 3 = Essential; 2 = Useful but not essential; 1 = Just for passing on information; 0 = waste of time. Question 11: 3 = Consultees find it important; 2 = Consultees find it interesting; 1 = Consultees don’t find it useful but are happy to help; 0 = Consultees see it as a burden / a waste of time. Question 12: 3 = primary focus; 2 = one of many elements; 1 = Is a minor element; 0 = does not feature at all.

A3.1.7  Value of the Natural Environment

A3.1.7.1  Meaning of ‘value of the natural environment’ (Q13)

Responses to this question ranged from those which reflected economic theory definitions (“how strongly people feel” about environmental attributes “as reflected by their willingness-to-pay”) to a very general sense of the “worth” of the natural environment (e.g. ensuring that “the environment is preserved but readily available for the enjoyment of everyone”). Many respondents mentioned an “innate” or “intrinsic” value. One respondent thought of value as a mixture of both individual preferences and intrinsic value: “the worth of ecosystems, habitats and species to individuals motivated by their current or potential future use of it as well as the value of its use by others or future generations and its existence per se”. 

Some responses mentioned the inputs to production of the natural environment (e.g. pollination), or the provision of resources necessary for economic activity. Others gave a heavy weighting to the amenity benefits of the natural environment (“providing an environment for recreation and enjoyment of nature”), highlighting “quality of life”. A typical answer might be: “One reason why we would be willing to protect the natural environment is because of the goods/services that it provides.  In addition many people place a value on the natural environment over and above these goods and services.” One person mentioned “direct” economic and “intangible” benefits. Some responses were rather vague, describing all the benefits that the environment provides.
Some respondents thought of value as indicating a signal for allocating resources for protection (“how much and which natural resources”, “a scale of worth for prioritisation”). A few respondents used the phrase “Total Economic Value”. 

A3.1.7.2  Value concept: monetary and/or ethical (Q14)

Most respondents saw value as both a monetary and an ethical concept. Responses to this question to some extent depended on respondents’ interpretation or prior knowledge of monetisation, with some respondents indicating that to them money is simply a common metric. Some respondents saw “monetary” as referring only to market values (e.g. “there may be conflicts where the economic value of a resource involves it being exploited, while the quality of life value involves it being protected”); or to finances available for regional development. These respondents tended to weight the “ethical” or “quality of life” side. 

Other respondents saw the ethical concept as “important” but recognised that monetary value was useful when trying to assess the relative contribution of different environmental assets to welfare: “since the WTP is based on the nature & strength of people’s preferences it reflects their own value systems”. Two respondents noted that ethical beliefs helped shape the preferences of individuals which then expressed themselves as value. However, “conflicts … are likely to arise when markets fail to capture the true value of a good for a number of reasons”. Responses indicated that it is important that the different ways in which natural resources contribute to welfare are taken into account. 

Respondents who undertook regular CBA or RIA appraisals answered more in the context of those appraisals, i.e. in strictly monetary terms: “I think of value in terms of both [ethical and monetary concepts], but probably more as a monetary concept, since this is the way in which projects are mainly evaluated and decisions made”.
A3.1.7.3  The context of environmental value (Q15)

There was no coherent overall response to this question. Some respondents replied “individual ecosystems”, some replied “ecosystem services” and some replied “environmental media” as their primary way of conceptualising environmental value. One respondent said: “all three are invariably interlinked, and any policy or measure or activity that affects one will invariably affect the other two.  Relationships are complex and dynamic”. Another replied: “we use the total economic value approach, based on use (direct & indirect) & non-use (bequest & existence) values. Sometimes the issue is to try and value a particular environmental attribute … sometimes it is particular habitats … whilst other times it is a combination”. 

A3.1.8  Value Information

A3.1.8.1  Type of value information (Q16)

Many respondents said that they required information related both to how individuals value different environmental benefits and to how preferences are expressed in real financial transactions: particular types of assets mentioned were biodiversity, landscape, historic environment, water, the marine environment, soil protection, public access and flood management. Also cited was more information on the costs incurred by environmental damage (e.g. to the water industry), and more information on long term impacts. One respondent stated he required information on values for comparison with costs, and for assessing value for money; another for assessing benefits achieved compared to costs. Only one respondent explicitly mentioned willingness to pay and consumer surplus.

A3.1.8.2  How to obtain the information (Q17)

Respondents obtained information from Defra economists, websites, publications, academic literature, and by commissioning new projects (expensive and time-consuming). Most said that it was not easy to obtain the information they required; some said that information once acquired was often incomplete. One respondent mentioned a formal programme of research for gathering valuation information in his organisation.


A3.1.8.3  Accuracy of information (Q18)

Respondents recognised the problems with accuracy of information, but indicated that they would continue using whatever information was available until better information or techniques for gathering information was available: some inaccurate information is “a lot better than nothing”. One respondent mentioned contingent valuation in particular as “not very accurate”. Another commented that valuation techniques “can never have the accuracy of market prices”, but that there were “agreed conventions” for eliciting results which had been “collectively agreed upon as fit for purpose”. 

Value information was considered “probably less accurate” than information on physical impacts. Some respondents mentioned that they felt that accuracy was improving. A couple of respondents felt that the term “accuracy” was essentially meaningless in describing valuation data, because the values are not really knowable.

One respondent noted that he found it difficult to present valuation estimates with “sceptical” policy colleagues, and that scepticism was fuelled by many studies seeming to find very similar results (£15-£25 pa per household): “If all these values from different studies were added up it is inconceivable that the public would actually pay them”.

One respondent commented that “secondary data is often problematic as there is a need to ensure its analysis is conducted rigorously and to start by ensuring that the data is relevant to your needs … Too often claims are made on data that do not stand up to scrutiny”.  

A3.1.8.4  Collection of information (Q19)

Most respondents did not undertake any original data collection themselves, but used the work of other researchers.

Other respondents commissioned new data-gathering work themselves; one indicated that although the cost is currently prohibitive the amount of newly-commissioned work was foreseen as increasing; another that they were currently in the process of trying to replace transferred values with specially gathered data.

A few respondents indicated a great deal of familiarity with benefits transfer. For example: “many of our studies are concerned with the marginal benefits and costs associated with a new waterway … Many of the projects are unique both in terms of their location and strategic importance, and thus, it is highly unlikely that the simple extrapolation of average benefit estimates from other parts of the waterways network … will accurately reflect its benefits.”

Other respondents replied that transferring data sometimes gives rise to problems: e.g. the fact that “values [found in valuation studies] are usually average not marginal ones which reduces their usefulness”. Assumptions used in transfer must be clearly outlined. Transferred data was considered as less reliable, and sometimes used just to give a “broad idea of the magnitude of impacts”. However, one respondent noted that sometimes his organisation is “faced with appraising hundreds of schemes in a very short space of time where benefits transfer is the only realistic option”.

A3.1.8.5  Opinions about monetary information (Q20)

Some respondents felt that there are “obvious advantages” to the money metric, such as ability to aggregate, and argued that “it is hard to see useful alternatives”, or that monetised benefits “hold more weight” in discussion. It was also felt that monetisation was required for providing evidence to the Treasury or “others who may not place much weight on non-measurable values”; and that not quantifying can lead to benefits being ignored (“most decision-makers … base their decisions on whether the project in question gives rise to a positive NPV and IRR”). One respondent wrote: “I would not feel comfortable with estimates expressed in forms other than monetary terms”. Another wrote that he saw monetary valuation as usefully objective “otherwise non-financial values are likely to be given implied values by politicians to justify their particular prejudices”. Without monetary valuation there is a “danger that the implicit values placed on identical impacts will be inconsistent from one scheme to the next”.  
Others felt that they would be more comfortable seeing value expressed in a variety of different ways, and that there is a danger in allowing value to be too narrowly defined in monetary terms, “although it is generally taken to have more weight”. “Many projects are multi-faceted and the use of sustainability indicators and/or quality of life approach can help scope out inputs (benefits and costs) in a mix of monetary, non-monetary and qualitative terms.” At least one respondent felt a real distaste in using monetary valuation, and provided a description of environmental assets which he/she felt were impossible to be priced.

One respondent felt that in areas where the actual ecosystem services at play themselves are poorly understood, then monetary valuation was problematic.

A3.1.9  Using Different Kinds/Sources of Information

A3.1.9.1  Balancing different kinds of information (Q21)

It was perhaps not well-understood what this question intended to ask. One respondent gave responses which indicated that monetary valuation was sufficient to balance this information: “environmental values, based on WTP, can be seen as also being economic values. They can also be seen as being social values in that they represent the value to society”. Others said they used cost-effectiveness analysis or referred to expert advice. Another baulked at the idea of “subjective rankings” saying that “monetisation has the virtue of being somewhat more objective and subject to a rules based approach”.  Others listed tools such as Economic Impact Analysis, Green Book appraisal, Sustainability Indicators, Multi-criteria Analysis or stakeholder consultation.

A3.1.9.2  Expert vs. public values and opinions (Q22)

Opinions were tilted towards scepticism on the value of expert opinion. While some respondents said that expert opinion was “complementary” or “important but different”, others said that it lacks “democratic foundation” and should be limited or used as a last resort: “emphasis tends to be on public values, since this meets decision-makers requirements”. Some thought that expert opinion can be “as subjective as those from a politician, or any member of the public”.

Expert opinion was of more use on very detailed issues, but “public support for policy as a whole is very important”. It is difficult to ask the public “in practice in very technical areas where there is a high level of uncertainty”. As one respondent noted: “in the case of biodiversity, in particular, there seems to be some evidence that the public are content to leave priority setting to ‘experts’ given that most people lack the technical knowledge to make informed choices”. There was some concern that there are biophysical changes which cannot be measured and would be excluded from monetised appraisal without expert advice.    
A3.1.9.3  Weighting of different values (Q23)

The exact meaning of this question was perhaps not clear to respondents. Some respondents assumed this meant a semi-official set of numerical weights to be pulled out for formal policy appraisal. Some expressed scepticism at the usefulness of such an idea. Others said that weights relating to, for example, multi-criteria analysis, would be decided on a case-by-case basis, possibly by expert groups (“this question cannot be answered generically, it requires contextualisation”).

Others interpreted the question as meaning weighting of the different arguments which tend to be listened to; for some, the weight which is placed on the different values depended on their role and organisation; for others, it was claimed that they were all considered equally.
A3.1.9.4  Satisfaction with weighting of different values (Q24)

Very few respondents answered this question. It was felt that weighting and scoring systems “are not an exact science” and that “it is not unknown for particular groups using weights to justify their preconceived prejudices”.

A3.1.10  Environmental Valuation Techniques

A3.1.10.1  Familiarity with valuation techniques (Q25)

The responses to this question is summarised in Table A3.3. The lower the number the more familiar / more commissioned / applied the method is and vice versa. Notwithstanding the small sample of this consultation exercise, a number of interesting interpretations of this table are possible. First, consultees are more familiar with decision support methods than with individual valuation methods. This is not surprising given that their role in the decision-making process is to collate and compare different value evidence and other information rather than undertake primary research. Secondly, consultees tend to commission and apply the methods they are more familiar with. Again this is not surprising.

	Table A3.3:  Ranking of how familiar the different methods were to respondents in terms of use, commissioning and application (1 = most familiar, 19 = least familiar)

	
	Most familiar: use
	Most familiar: commission-ing
	Most familiar:  application
	Average rank

	Economic valuation methods
	
	
	
	

	Market data
	1
	5
	7
	4.3

	Production Function Approach
	13
	13
	11
	12.3

	Hedonic Property Pricing
	10
	11
	9
	10

	Travel Cost Method
	8
	7
	11
	8.7

	Random Utility Models
	16
	9
	16
	13.7

	Contingent Valuation Method
	8
	2
	5
	5

	Choice Modelling 
	13
	2
	11
	8.7

	Benefits Transfer
	11
	6
	4
	7

	Deliberative and participatory valuation methods
	
	
	
	

	Questionnaires and interviews
	13
	2
	5
	6.7

	Focus groups, In-depth groups
	16
	1
	7
	8

	Citizens' Jury
	11
	14
	11
	12

	Delphi surveys
	18
	11
	11
	13.3

	Q-methodology
	18
	15
	16
	16.3

	Health-based approaches 
	6
	15
	16
	12.3

	Decision support methods
	
	
	
	

	Cost effectiveness analysis
	2
	9
	2
	4.3

	Cost benefit analysis
	5
	7
	1
	4.3

	Multi criteria analysis
	3
	15
	3
	7

	Safe minimum standards
	6
	15
	16
	12.3

	Life cycle analysis
	3
	15
	10
	9.3


A3.1.10.2  Usefulness of valuation techniques (Q26)

The techniques most frequently cited as useful were cost-effectiveness analysis and particularly cost benefit analysis, because it “allows one to look at the whole picture”, and is “important for making a case for funding”. However, CBA is sometimes not possible because of “problems in obtaining benefit values or in identifying realistic opportunity cost scenarios”. 

Hedonic pricing was seen to be an important method in the valuation of waterside amenity.

Life cycle analysis, MCA and cost-effectiveness analysis were also cited as useful “in the right circumstances”. One respondent cited CBA and MCA as “very useful in combination with select interviews and focus groups”. Some respondents felt that “it’s important not to put too much on any one method” and “to employ each appropriately”.

A3.1.10.3  Influence of value information on decision-making (Q27)

Generally, respondents felt that the use of valuation information supported and enhanced the decision-making process: “the use of robust evidence, and systematic appraisal / decision making techniques, helps to provide an underpinning to ensure that the ‘right’ decisions are taken, encourage public support, and to provide justification for these decisions”. However, respondents also pointed out that it is just one factor, and that other political considerations sometimes dominate. Valuation techniques “have been used to justify policy decisions & have helped to gain their acceptability with outside interests who see that an attempt has been made to determine public preferences and attitudes”.
Valuation information is useful in “weeding out options that will be unacceptable”.

One respondent felt that the use of valuation studies “has helped to improve the decision making process by increasing consistency, increasing the probability that the right decisions are made, and by making the decision making process more transparent”.  

A3.1.10.4  Communicating the value information (Q28)

Respondents’ ease with which they can communicate value information depends on the familiarity that the people they regularly work with have with the techniques used. Some found their organisation’s “economic literacy” to be high, and consequently that communication was not problematic. CBA was generally understood by most people and “decision-makers are usually willing to accept the use and findings” from CBA.

However, other respondents noted difficulty in explaining and convincing non-economists, and also a certain degree of scepticism.  Others noted that they and their colleagues sometimes had difficulties: “the more complex the technique the harder to explain what the results mean.  This means we can latch on to a figure without really knowing how accurate it is or what it represents”. One respondent noted that: “the concept of non-market benefits & placing values on them is more controversial & subject to scepticism by some outside bodies”. 

Furthermore, it was not always understood by the layman “why a job is counted as a benefit in an economic impact study but a cost in a CBA study”. 

One respondent noted that hedonic pricing, although initially unfamiliar to many people, tended to be easily accepted because “it is based on actual market prices and fairly easily measured data”.
It was felt that the techniques produce results that are context-specific or partial, and that it is important for the decision-makers to be aware of such caveats.
A3.1.10.5  Synergies between valuation methods (Q29)

Most respondents did not express an opinion on this question. 

One respondent noted that: “one of the main advantages from WTP studies, including the associated Focus Groups, has been the soft data that the accompanying survey reveals about public preferences & attitudes”. Another noted that advice to ministers was best presented integrating CBA with qualitative and quantitative (in physical terms) description of benefits.

A3.1.10.6  Conflicts between valuation methods (Q30)

A few quite distinct conflicts were revealed:

· making subjective and non-subjective comparisons compatible.

· instances where MCA & CV results give different rankings of preferences

· instance where questionnaire and SP study results have diverged substantially, making it difficult for decision-makers to decide.

A3.1.11     Future Needs

A3.1.11.1  Change in future use of valuation methods (Q31)

Most respondents felt that the use of valuation was likely to increase in the future, because pressure both to deliver environmental public goods and to scrutinise and justify environmental investments using evidence were increasing: “increasing pressure we are under to justify in quantifiable terms the regulatory burdens that we impose on others in order to secure environmental benefits”.

Some specific measures which may increase the use of valuation, such as the Water Framework Directive, and specific applications, such as restoring waterways, were also mentioned. 
A3.1.11.2  ‘Wish-list’ of improvements (Q32)

Some specific wishes were given:

· fill some of the “large gaps in coverage for agriculture (or land management)”;

· more work done on “the protocols for doing green accounting on an international basis to enable comparison of the environmental credentials of domestic and imported produce”. 

· “in the case of agri-environment or biodiversity policies:

· which features should be given priority in terms of provision

· how much extra of any feature should be encouraged & where

· how does this vary geographically & why;

· more empirical research studies to reduce reliance on benefit transfers (but acknowledging the huge cost);

· more studies on valuing the quality of change in natural resources;

· more emphasis made on demand assessment;

· greater information on the goods and services that the marine environment provides; 

· more work done on soil functions;

· increase understanding and validity of benefits transfer techniques;

· develop methodologies and information for robust aggregation of values;

· more information on the  relevance of valuation data for sustainability;
· develop a research agenda to get natural scientists to measure ecosystem services in physical units that economists can slap monetary values on.  

Policy Workshop Summaries

A3.1.12  First Workshop - February 1, 2006, London

This note starts with the summary of the main points of discussion following the order of the agenda of the workshop. The rest of the note provides more detailed information on the session. The comments received from the workshop participants after the first draft of this note was circulated are also incorporated here.

A3.1.12.1  Summary of main points of discussion

QUESTIONS: The following issues and questions relevant to natural resource valuation were highlighted by respondents as arising frequently in their work: 

feeding valuation evidence into policy appraisal; difficulties in reconciling different types of information in appraisal; provision of evidence for “spin off” benefits; using/explaining different concepts of value; equity issues; incorporating values into the corporate planning process; using/providing evidence to set targets; commenting on the policy proposals and influencing agendas; and providing critical advice on evidence. 

TYPES OF EVIDENCE: A wide range of different types of evidence were drawn upon, indicating that valuation evidence is only one part of the wider evidence-gathering process.  

The types of evidence used can be divided into four groups:

· Economic: valuation, modelling, business costs

· Social: surveys of both the general public specific stakeholders, information on behavioural change, socio-economic information (indices of deprivation)

· Scientific: health impact assessment, environmental science data

· Legal: what might be legally possible/appropriate, international agreements, etc.

Some of the methods mentioned could be used for more than one of these groups.

GAPS IN EVIDENCE: Particular issues mentioned were:

· A lack of evidence for dealing with risk and uncertainty.

· Lack of monetary value for many types or specific instances of natural resources, due to time and cost of valuation studies. 

· Monetary value evidence which does exist for a natural resource may not be able to be tailored to a specific instance.

· The importance of communicating where evidence is lacking, in concurrence with communication of existing evidence.

SOURCES OF EVIDENCE: A wide range of sources are drawn upon by participants, including field research, data transferred from valuation research, expert committees, expert opinion, public opinion, NGOs and industry. There was some discussion over the relative robustness and credibility of various sources of evidence.

ROLE OF VALUATION INFORMATION: The benefits of using valuation information were considered to be as follows: greater transparency over whose values are being applied in the policy process; making trade-offs explicit; finding evidence which could be consistently applied across a range of projects; and a sense that if something was explicitly valued, it would be more likely to ‘count’.

USE OF VALUATION INFORMATION: Participants felt that official guidance and recommendation supported the use of economic valuation information. The main difficulties in use were: communicating the caveats which accompany a technically complex valuation methodology; combining it with information from methods which are not comparable; and the controversy of certain techniques. 

THE FUTURE: Opinions diverged on likely future trends. Some participants felt that a move away from monetary values was likely; others that economic valuation was increasingly likely to be used for natural resources which it had not previously applied to, such as ecosystem services; and also to provide evidence for an increased drive to justify regulation.

IMPLICATIONS FOR THE PROVISION OF VALUE EVIDENCE: There needs to be greater communication between the needs of those using value evidence and those involved in providing it through research, in particular with consideration of providing evidence which has the flexibility to be used in several contexts, in order to overcome current time and budget constraint problems. Knowledge and use of on deliberative and participatory valuation methods is not likely to increase without official guidance.

A3.1.12.2  Attendees

Attending on Feb 1 were:

· Rob Curry: Environment Agency

· Richard Clarkson – DFT

· Christine Tudor – Countryside Agency

· Helen Dunn – Defra – FCAFRD – economist

· Isabella Earle – Defra – SDU

· Michael Doble – Defra CAD – Economist

· Geoff Dawe  - English Heritage – economist

· Giordano Colarulo – Ofwat – Economist

· James Bentley – Ofwat

The project team were:

· Helen Johns  - Eftec

· Heather Blake – Defra

· Clare Twigger-Ross – Collingwood Environmental Planning

The workshop began with an introduction together with a brief introduction to the workshop (slides appended).  

A3.1.12.3  Types of decisions and issues that participants face in their work

In this part of the workshop the different functions described by the participants in the questionnaire were provided on flip charts for the participants to see and to act as an introduction to the types of decisions and issues faced by participants in their work.  The list of different functions provided was the following:

· Policy implementation

· Supporting senior officials/managers

· Providing policy information to stakeholders

· Practitioners of environmental economic techniques (e.g. monetisation, CBA)

· Policy development

· Policy and/or project appraisal and evaluation

· Collection of evidence for policy, critical evaluation of evidence
· Managing research

· Scientist

· General economic or social research advice

· Representing industry/stakeholder responding to policy 

· General advice to stakeholders 

The following types of questions were described as those that participants have to address in their day to day work:

Policy Appraisal 

Feeding in economic valuation information to a wider policy appraisal process – i.e. assessing the value changes that might arise from a policy -  was discussed, with specific reference to assessing non-market information, e.g. information on the natural environment. It was stressed that this was wider than just valuation information, but would also involve the provision of e.g. environmental impact information.

Reconciling different types of information

This refers to having to reconcile different types of information: either from impacts measured in different units; or understanding impacts measured in the same units but with uncertainties.

Provision of evidence for “spin off” benefits

This refers to having to provide evidence on indirect consequences and additional benefits which might come from an investment, such as employment or tourism.  At this point the distinction between economic appraisal and economic impact assessment was made, that perhaps the call to provide the value of these extra benefits comes from a lack of understanding of the difference between the two. In addition evidence on new, sometimes vaguely defined and difficult to measure concepts, such as “social capital”, was sometimes requested. It was felt that sometimes attempting to link secondary impacts, such as the impact on crime, with investment decisions stretched empirical possibilities.

Different types of value

Different types of value distinguished as “intrinsic” and “instrumental” were mentioned. The concept of intrinsic value seems particularly prevalent in the field of heritage. However, in heritage circles, intrinsic and instrumental value appear to have slightly different meanings and connotations to those defined in Section 2.1 of the main report. 

According to one participant in the heritage field, “The language of cultural and public value has 3 elements: “intrinsic” value that relates to subjective experience  intellectually, emotionally, and spiritually; “instrumental” value that relates to the knock-on effect in terms of for example local employment, healthy communities, educational attainment, active engagement; and “institutional” value that relates to the processes and actions that organisations adopt when they interact with the public, and can contribute to social capital … The problem for analysts and others is that while some of the components of these values are measurable and possibly capable of being valued, many are not and the analytical framework to identify marginal changes resulting from policies and programmes is not (yet) available.”

Equity issues

How to examine equity issues with respect to the natural environment, and what the distribution of “goods” and “bads” might be, was discussed as an issue.  The question of where/how those equity issues might fit into an appraisal together with the extent to which those issues are additional or already captured through other measures was raised. One participant mentioned that there should be more work done on the drivers of environmental inequality. There are also problems with “mapping” the distribution of environmental impacts onto the distribution of social welfare, and a danger that one could simply adopt an array of different approaches to examine the same processes.

Incorporating values into the corporate planning process

The question of whose values are used in setting corporate priorities, and how to incorporate them into the corporate planning process, was also raised. Greater clarity over this question was regarded as not only important for the purpose of incorporating those values into the planning process, but also to challenge that planning process to become more transparent. It was deemed that valuation methods bring value into the process in an explicit way and therefore assist transparency; the alternative is the people who set priorities having “a rough idea” of what others’ values are.  

Using/providing evidence to set targets
Participants mentioned that they are also required evidence for meeting targets, some of which are very large-scale. There is sometimes a problem between relating a target to the actions which may need to be taken to attain it; e.g. targets “can’t  tell you how much of an ecosystem or ecosystem service is needed”.

Commenting on the policy proposals and influencing agendas

Some participants reported that they have to comment on policy proposals, in order to interpret what the implications of that proposal for their specific area might be.  A related issue is the task of influencing others’ agendas so as to highlight specific areas of potential collaboration or conflict through those comments on policy proposals. 

Providing critical advice on evidence 

Participants felt it was important that they should be able to say whether evidence was robust or not, and express the level of confidence they might have in a piece of evidence.

A3.1.12.4  Types of evidence

Participants were asked to discuss the types of evidence that they used on a regular basis.  This is the list they came up with:

· Environmental science information in order to establish what is important in environmental terms so that the relevant valuation information can be collected/applied.

· Previous research e.g. research papers, reports etc.
· Business costs – e.g. assessment of the costs of pollution, cost information required for Regulatory Impact Assessment.

· Questionnaire surveys to gather stakeholder views both at the general level (e.g. national survey about the value of the countryside), and the specific level (e.g. about a specific project or geographic location).  

· Focus groups could also be used to gain insights into individual motivations and thought processes.

· Valuation research – stated preference surveys; market transactions

· Expert legal opinions – seeking legal opinion on what might be legally possible/appropriate, international agreements, etc.

· Social science – e.g. collecting information on diversity, recreation, social capital (e.g.. amount of volunteering).

· Information on how to change behaviour

· Health impact assessment information

· Quality of life capital information – i.e. Countryside Agency approach which examines what matters, where and to whom.  It is used to collect different stakeholder perspectives, local values and an assessment of impacts.

· Landscape character assessment information

· Indices of deprivation

· Environmental impact assessment site surveys
· The view was expressed that sometimes at the national level evidence can get very generalized; e.g. trying to find a single figure for the value of a particular type of environmental benefit; and that how the nature of risk varies with location needs to be captured.

A3.1.12.5  Whose evidence and sources

In this part of the workshop participants were asked to consider who and where they get their evidence from and this led to a discussion about the credibility of research sources.

· Field research - direct research which might would be commissioned by the organisation/department or possibly done in house.

· Data from other people’s research – e.g. Benefits Transfer for economic valuation information.

· Expert committees – formal committees convened by government which can give an expert view backed up by evidence, e.g. on air pollution and health effects for constructing dose-response curves.  

· Expert opinion – consulting academic experts about specific issues. It was acknowledged that this was very much part of the information gathering process, but information provided would need to be interrogated and unpacked. However, sometimes experts “do just express an opinion”.

· Public opinion – it was felt that it was important to understand public opinion respect to policy issues, especially if  that public opinion conflicts with expert opinion, as with GMOs or road building. This information may come from opinion polls or from media reports.

The discussion moved towards considering the underlying principles of using different sorts of data and it was discussed that the data needed to be “robust” and “credible”. Credible sources were regarded as government and academia, particularly when peer reviewed. Particularly with academics, fear of exposure or criticism was seen as a powerful driver for accuracy.

There was a debate around whether information provided by NGOs or industry, as groups perceived to have distinct perspectives, was to be regarded as robust.  It was suggested that more scrutiny should be given to evidence from NGOs or industry, partly because they may not use agreed methods, and partly because of data gaps from commercial confidentiality considerations, making it harder to judge the quality of the work.

It was also agreed that providing a critical view on specific evidence that might be provided by one of these sources was part of participants’ work, the example given was work done by Transport 2000. Part of the job would be to provide an assessment of the strengths and weaknesses of that work.

It was mentioned that there is not always consistency between what perceived public opinion expresses should happen and what individual people are prepared to accept if they are personally affected.

Participants were asked what evidence best suited which questions.  In response there was a feeling that it would depend on the detail of the question, with no one type of evidence being regarded as “best” for specific questions.

A3.1.12.6  The role of valuation information 

In this part of the workshop the participants were provided with the definitions of  valuation information (see attached sheet), split into three categories.  The participants were asked what they regarded the role of valuation information to be. 

Economic valuation evidence

· To get a value that can be applied generally across a range of projects across the country. The example given was the value of life figure used in the roads programme.  A further aim was to get the maximum use out of a value given the cost of research etc. The need to use values that have been derived from elsewhere was emphasised – they were often needed because of the short time frame given for policy development; as well as for consistency of decisions.

· To allow trade off between impacts.  Having information in the same metric enables a higher level role of comparison between impacts than when impacts are not commensurable.

· Provision of transparency.  Having agreed methods was regarded as supporting consistency and transparency in the policy making process. Without the use of valuation methods, implicit trade-offs will still be made.

· Support for wider measures of well-being.  Having valuation studies of the natural environment was seen as helping to input into wider measures of well-being, a sense that if something could be valued then it was more likely to count.
· Not all of the focus is on valuation evidence, and combinations of valuation evidence with expert opinion and scientific evidence is also used.
· During this part of the workshops two points were made of interest:
· Does valuing something mean that it gains in importance, gets further up the political agenda?
· Evidence is being provided within a prescribed legal framework – which supports and constrains what type of evidence counts.
· It was remembered that economic valuation can also show low values for environmental assets.
Deliberative and participatory methods

· Advocacy purposes.  Having evidence about people’s opinions can be useful when trying to promote a specific perspective.

· Finding out what people don’t value.  It was felt that this would be a useful thing to know, but at present not much evidence is collected in this area; for example, if trying to gain information on the value of a recreational or heritage site, it is much easier to find visitors to the site than people who aren’t interested in visiting it.

· Health information.  For example, QALYs and statistical information on health issues.

· Backing up economic values.  Information can be provide in a disaggregated way which can corroborate or “flesh out” economic values.

· It was mentioned that surveys did not always make trade-offs explicit to respondents.

· During this session the lack of expertise in these “other methods” was discussed.  It was felt that they were underused.

A3.1.12.7  Use of valuation information

In this session participants were asked to consider what made it easy or difficult to use valuation information.  

It was felt that the fact that government direction specifies and supports economic valuation data made it easier to use this type of information.  Part of this direction means that there are agreed methods and guides in the area of economic valuation, unlike social research/participatory methods.  In addition, organisations such as OFWAT are focussed only on efficiency and therefore economic valuation methods for use in CBA and CEA are the only methods available to them.

It was felt that there is a difficulty in using valuation information when there is a need to combine information from a range of methods which are not comparable. This was linked to the lack of context specific data.

Within regulatory impact assessment (RIA) it is specified that economic, social and environmental issues are all examined.  The environmental issues are often the ones where there are data.  RIA is regarded as a hurdle to be overcome and because of time and resource pressures not all the information can be gathered; as a result what is examined can be prioritised by pressure from different departments, e.g. DTI.

A further difficulty identified was in the communication of the caveats that might surround a single valuation number.  The importance of presenting sensitivity and breakeven analyses as ways of dealing with uncertainty was stressed, but it was felt that the policy environment was not conducive to the presentation of that type of information. Other communication difficulties were discussed:

· Complex techniques used were regarded as hard to communicate, specifically how parts of the method related to the final valuation figure.  In addition, it was considered difficult to communicate what can and cannot be valued and what the methods can achieve; generally “people just want to use” a number when it’s been found.

· It was acknowledged that there was controversy over the valuation of the natural environment and related techniques although it was suggested that contestation of the methods was related to the extent to which the answers were regarded as acceptable.

· Risk and uncertainty were discussed as difficult to communicate. 

· Within the methods of economic valuation there is a difficulty in being able to present enough information, e.g. with biodiversity, such that people can make informed preferences.  Sometimes there is not the environmental evidence available on which to develop the valuation information.

· Within this discussion the importance of understanding that stakeholders’ perspectives may be very different to that of economists was emphasised.

· It was noted that there is “a lot of scepticism” about valuation techniques; however, techniques were more likely to be considered “controversial” if they did not give the expected answer. Intrinsic value is raised as an objection, and some people don’t understand why it can’t be measured.

A3.1.12.8  How to overcome gaps in data

This part of the workshop discussed issues around how to overcome gaps in the data.  A theme that ran through the workshop was the general lack of valuation information for a wide range of issues around natural resources, making the provision of evidence for specific questions difficult.

One way is to communicate the availability of evidence together with its robustness, together with discussion of similar studies.  However, there is an issue around how similar studies used for comparison might be.

One example given for overcoming gaps was the development of a method to assess over 400 schemes for the AMP4 process, where it was clearly not possible to carry out studies for each scheme; instead benefit transfer was needed, but within an agreed framework.

It was also felt that asking stakeholders what they see as important and what plausible costs information might be is sometimes helpful. 

A3.1.12.9  Future trends with regards to the natural environment policy

A move away from monetary values towards other measures of well-being was discussed. There is increasingly an emphasis on health and well-being in a wider sense than just economic prosperity. There is a commitment in the UK Sustainable Development Strategy to get a better understanding and focus on wellbeing, and consider whether an increased focus on wellbeing would lead to better policy outcomes. Research currently underway will inform the development of wellbeing indicators to add to the UK Sustainable Development indicators, and this and further work from it could be used to inform future policy development and spending decisions. The Scottish well-being agenda was discussed..   Wellbeing is a central theme in the Scottish Sustainable Development Strategy, which identifies improving the environment as one of three key policy objectives that will contribute to wellbeing. 

As well as this, and perhaps in contrast, it was felt that with the Better Regulation Agenda there was an increased emphasis on justifying regulation, which could lead to an increased emphasis on monetising the environment.

Also linked to the Better Regulation Agenda was a sense different ways of changing behaviour other than regulation would become more important.

The move towards a focus on understanding ecosystems and ecosystem services was also discussed; and it was felt that there would be an increased focus on landscape given the transport and aviation agendas.

In the area of transport appraisal the move from presenting data side by side (both quantitative and qualitative) to trying to monetise all information was noted.  However, it was felt that as the time and implications of doing that work was realised that it might be something that continues – i.e. it takes longer to try to do that monetising work.

One respondent mentioned that as economic valuation techniques start being used more and more to value things which had not previously been valued, the techniques may become stretched. Valuation of easier aspects of the natural environmental has only been a “subset” of what’s important.

A3.1.12.10  Future trends in terms of provision of information

The sustainable communities agenda was discussed as an important one with emphases on social capital (although it was felt that there was still a big need for guidance on the measurement of this), and specifically information on links between actions, e.g. restoring green space, and outcomes e.g. employment opportunities, was felt to be required.

It was felt that there was a need for more innovative policy tools with respect to ecosystem services, which is moving up the agenda as a way of thinking about the environment.  It presents a challenge to traditional valuation methods, which often focus on just a small part of the whole value of the ecosystem.  If the focus on ecosystem services continues then many of the difficult questions with respect to valuation will have to be addressed. 

It was felt that there would be more demand for information to understand preferences, non-use values and for ways of valuing intergenerational issues.

A3.1.13  Second Policy Workshop  - February 2, 2006, London

This note starts with the summary of the main points of discussion following the order of the agenda of the workshop. The rest of the note provides more detailed information on the session. One set of comments received from the participants in response to the first draft of the workshop note circulated. These comments are yet to be incorporated, however, will not change the conclusions of the workshop.

A3.1.13.1  Summary of main points of discussion

QUESTIONS: What emerged from this discussion was the range of questions that the participants are faced with.   Broadly it can be said that there were two areas of focus:

· Questions where valuation evidence was wanted in order to influence and/or understand a specific natural environment issue e.g. value of the impact of “bad” agricultural practice. Such cases aim to use those methods to “get the natural environment further up the agenda”.

· Questions which recognise the limits of economic valuation methods e.g. issues of equity, access, social welfare instead of the economic activity encapsulated by GDP etc.

TYPES OF EVIDENCE: With respect to types of evidence used it can be seen that there is quite a wide range to drawn upon, which does suggest that valuation evidence is only one part of the wider evidence gathering process.  The types of evidence used can be divided into three groups:

· Economic: valuation and modelling

· Social: stakeholder surveys both of general public and site / issue specific stakeholders

· Environmental science: observational data, environmental modelling (process and simulation), ecosystem resilience measurement.

In addition, there were some methods mentioned that could be used across all three areas: surveys, time series/trend data.

GAPS IN EVIDENCE: The gaps in the evidence fall into two categories: 

· Gaps relating to lack of evidence in a specific area (e.g. substantive issues).  A recurring theme was the emphasis on how if useful economic valuation is to be carried out, it is vital to have detailed environmental data, which often do not exist.  In addition, since much work concerns examining the impacts of change (e.g. of a policy) there is a need for good baseline information in all areas; this was seen to be lacking. 

· Constraints on the context in which the information is being generated. This relates to the time constraints under which evidence is to be produced and used, together with potentially poor access to information encountered by some participants. 

SOURCES OF EVIDENCE: From this discussion it was clear that as well as a wide range of types of information, a wide range of sources are drawn upon by participants: from carrying out and commissioning basic research through to consulting with experts and using advisory groups.

ROLE OF VALUATION INFORMATION: There are a variety of dimensions to the concept of value (e.g. health, social inclusion, economic efficiency etc.). Thus there are also different methods that could help with understanding these. In addition, both the population whose values are measured and the audience this information needs to be presented to determine the approach to valuation.

Because of the variety of policy questions and evidence needs, different types of valuation information have to be used in combination (e.g. to use qualitative data in its own right and to set the context for the quantitative data).

Transparency of valuation methods and accessible explanation of complex methods are crucial in communicating the value information successfully and appropriately.

USE OF VALUATION INFORMATION: In this discussion the focus was very much on economic valuation methods which reflected the participants’ interests.  In terms of the difficulties in using valuation information, three main categories can be discerned:

· Difficulties due to the economic valuation methods:  difficulty with benefit transfer and availability of data, dealing with intrinsic values, dealing with non-market values and the variability around results from different approaches (WTA and WTP).

· Difficulties due to the perception of the economic valuation approaches and their regard by other disciplines: suspicion of methods from different disciplines and concern over the sense that only if something is monetised will it “count”.

· Both of the above contribute to difficulties in communicating valuation methods and results.  

In terms of what makes using valuation information easy, it was suggested that although the methods are complex, because there is a method there is an element of transparency in the process.

THE FUTURE: Two potential conflicting trends on the future importance of environmental policy are mentioned. First, climate change and other environmental problems will become worse, more quickly than can be predicted, and this will make environmental policy and decision-making more important. Second, environmental considerations will not be as important in future if the current public finance policy reviews at the UK and EU levels are indicative of future trends. In either case, integration between the environment and other agendas is likely to increase in future.

IMPLICATIONS FOR THE PROVISION OF VALUE EVIDENCE: The importance of valuation information is likely to increase. With a realisation of the scarcity of resources, more aspects are being valued - partly to enable the trade-off between different aspects of the natural environment, and partly to justify the role of the natural environment alongside other policy areas (e.g. education and employment).  More social research to accompany the Defra 5 year strategy is also needed.

A3.1.13.2  Attendees

Attending on Feb 2 were:

· Bill Watts - Environment Agency

· Kim Gunningham  - Defra SLR (recreation)

· Shaun Mowat– Defra – FCAFRD – economist

· Julian Harlow – English Nature

· Jenny Cooper – British Waterways

· Bronwen Jones– Defra – SDU

· Tony Pike – Defra CAD – social scientist

· Judith Stuart – –Defra - soils

· Aniol Esteban – RSPB

· Dan Osborn – CEH

· Camilla Lundbak – Defra - EPE

The project team were:

· Ece Ozdemiroglu  - Eftec

· Heather Blake – Defra

· Clare Twigger-Ross – Collingwood Environmental Planning

The workshop began with a group introduction and a brief introduction to the workshop.

A3.1.13.3  Questions that participants face in their work

In this part of the workshop the different functions described by the participants in the questionnaire were provided on flip charts for the participants to see and to act as an introduction to the issue of questions faced by participants in their work.  The list of questions provided was the following:

· Policy implementation

· Supporting senior officials/managers

· Providing policy information to stakeholders

· Practitioners of environmental economic techniques (e.g. monetisation, CBA)

· Policy development

· Policy and/or project appraisal and evaluation

· Collection of evidence for policy, critical evaluation of evidence

· Managing research

· Scientist

· General economic or social research advice

· Representing industry/stakeholder responding to policy 

· General advice to stakeholders 

An examination of the different types of functions that questionnaire respondents are engaged in shows that broadly, three types of activity are apparent:

· Creating knowledge, managing research and appraising policy – these functions are directly involved with research or appraisal.

· Collecting, collating  and critically reviewing evidence

· Communicating about evidence, providing advice 

In one role a person might be carrying out one or all three of these types of activity.

The following types of questions were described as those that participants have to address in their day to day work:

· Value of habitat creation in the process of developing a flood scheme

· Value of the natural environment – the relationships of different parts of the natural environment to the whole in the context of how other departments’ actions affect their policy area (e.g. ODPM housing policy on other land use policies)

· Value of natural environment to users of waterways in the context of restoring a canal

· Valuing the impact of “bad” practice – showing how much a specific agricultural practice might cost to support advice on encouraging people to change their behaviours.

· Where to get the ‘maximum’ benefit in terms of a realignment (flood management) project, given that all projects are different and some will give you more benefit than others.  

· How to trade off between different aspects of the natural environment (e.g. birds vs fish)

· Reconciling the desire for absolute limits (e.g. from decision makers) in scientific analysis, we think of absolute values, for example, for biodiversity, physical integrity and chemical composition of habitats but this breaks down when it comes to ecosystem services and require relative values, using MCA approach etc. This was related to the tension between statutory obligations and management options, specifically that where there are statutory obligations – there are absolute limits so there is not much room for trade-offs etc. but there could be several management options that could meet a given target and if these are not legally prescribed then there is plenty of room for trade-offs and therein comes the value evidence.
· What are the benefits of achieving good quality status under the Water Framework Directive?  What is a disproportionate cost?
· Provision of information into a life cycle analysis of products and/or materials - that is, bringing out the total costs and benefits over the life cycle of a product or material, this requires an understanding of the positive and negative environmental impacts that might occur over the life cycle of the product or material.

· Questions about social welfare rather than activity – this came up in the context of measures of prosperity. Some people consider GNP, GDP etc. to be measures of economic activity and not measures of welfare. For example, a flood event would reduce welfare but because of the spending to repair the damage, it would increase the GDP. Others see this as an accounting and measurement problem, and not a flaw in the conceptual basis of GDP as a measure of welfare.

· Justification of government spending on the natural environment – questions around how much and too much?
· Who is affected by environmental changes – issues of equity
During this discussion it was noted that there are issues around the complexity of the term value, about what can be valued (in economic terms), what the limits are to economic valuation, a recognition of the concern that moral and ethical issues and a recognition of the need to communicate the value evidence to HM Treasury / ODPM who seemed to be “only interested in monetary values”.

A3.1.13.4  Types of evidence

Participants were asked to discuss the types of evidence that they used on a regular basis.  This is the list that was discussed.

· Surveys that collect use data (e.g. number of visitors / visits, information from lobby groups, bi-annual Day Visit Survey, survey of visitors to a waterway and also of the neighbourhood surrounding the site before and after a canal restoration)

· Primary research data and benefits transfer – it’s not always clear what’s the distinction between use and non-use values as people’s responses may be a combination of both 

· Scientific data collection and environmental process and simulation models  - modelling to fill the gap left behind actual data collected for management purposes (simulation models) and to understand if we are near environmental limits (process models)

· Economic modelling carried out both in house and by externals (e.g. academics)

· Ecosystem resilience measurement

· Stakeholder consultation – both in general terms (e.g. Omnibus opinion surveys) and specific to projects and sites

· Time series/trend data

· Observational data – (e.g. RSPB bird watch from volunteers)

A3.1.13.5  Gaps in evidence 

In this part of the workshop participants were asked about the gaps in evidence that they were aware of.  Gaps about both environmental and economic research were mentioned including the following

· Environmental research – we have some understanding about how the natural environment functions but this is incomplete. For example, we know biodiversity is good but we don’t necessarily know how. We need better understanding of ecosystems, interlinkages, stress points. So for example, we don’t know what the effect of small changes on a large system are (e.g. habitat changes at the edge of a woodland, or removing a predator, or the impact of realignment on fish or the measurement of diffuse pollution). We also don’t know much about the process of diffuse pollution from agriculture.

· Baseline information often lacks - gaps apply to baseline information about the state of the natural environment, users’ perceptions and preferences and impacts of policies on the environment and the impacts of changes in a particular environment on social, economic and other environmental aspects.

· Economic research – primary research especially about the relative value of different parts of the environment, what services do people want? Do we provide what they want? Do they know what they want? Should we produce what they want? How can we influence what they want?

· Limited time - it was recognised that there usually is not the time to be able to carry out the research in time to answer specific policy questions.

· Limited access to information – it was recognised that there are gaps in knowing who has what data and that might be accessed and shared and that there can be a   discrepancy between levels of awareness / information. 

A3.1.13.6  Whose evidence and sources

In this part of the workshop participants were asked to discuss where they get their evidence from.  The following is the list that they generated:

· Policy makers and regulators
· Countryside Agency/Environment Agency – their contracted research has been very useful to Defra but the future of this research depends on the funding arrangements of Natural England

· Stakeholders  - e.g. with respect to increasing access to the countryside for black and minority ethnic groups the Black Environmental Network have provided evidence.

· Information from area staff within a large organisation such as English Nature or the Environment Agency.

· Defra’s external research programme
· Academics – development of networks to be used for advice
· Being part of a larger EU research project e.g. Interreg projects where putting a small sum can mean a much larger benefit, and working with the Countryside Recreation Network.

· NGO research
· Statistical evidence from ONS and Defra – e.g. farm practice surveys and farm business survey 
· Consultants
· Expert view/judgement – both from individuals and committees and both through methodologies and peer reviews, such as Defra’s Advisory Group.
· Observations – of staff and public
A3.1.13.7  The role of valuation information 

In this part of the workshop the participants were provided with the definitions of 

Valuation information (see attached sheet) split into three categories. The participants were asked what they regarded as the role of valuation information. Part way through the discussion the participants were given a hand out with the findings from the questionnaire on use, and familiarity with valuation methods.

The following were discussed in relation to the role of valuation information:

· Use in conjunction with scientific/environmental data 
· Use of information for valuing the whole of the natural environment using a range of different types of information
· To capture what people value about the natural environment.
· Use of a value to reflect different scenarios
· The role of valuation in the political decision making - do some costs and benefits matter more than others? Is full valuation for everything done / taken into account or does it come down to tangible impacts like the cost of time to travel etc. Some departments are only interested in tangible numbers such as number of visitors. They would not value highly the sites that don’t receive many visitors but still are valuable to large populations.

During this part of the workshop a discussion around the issues of using valuation information developed.  

It was stressed that a balanced approach to valuation should be taken, that a range of methods is needed to express values. Values can be defined from different angles such as from health, tourism/economic, social inclusion etc. Some of these values are better suited to monetisation than others and it was felt it would be very useful if there could be some agreement on what was suitable for monetisation and what was not, and to agree methods that might be used. The importance of determining what the policy question is and setting out the value needs in selecting the appropriate method(s) was mentioned. 

The complexity of valuation methods, it was felt, meant it is hard to communicate the findings and as a result often a figure is quoted without context.  Linked to this was the difficulty of producing a total or aggregate value, and the potential for double counting.

It was felt that decision methods could be used to integrate quantitative and qualitative data since the latter can also be used to set the context for the former. Quantitative (especially aggregated) values give a perception of accuracy even though there is so much uncertainty. However, ‘deliberative and participatory’ methods could also be time-consuming, expensive and their output could be equally uncertain. 

After listening to the findings from the questionnaire about the use and familiarity of valuation methods to the participants the issue of “novel approaches” was raised. It was felt that whilst there might be interest in using different approaches (e.g. Citizen’s juries) there was a need to know a method would work and that the method would be acceptable to those who wanted the information and hence more tried and tested methods could be favoured.

Within this discussion there were some underlying issues raised of interest, specifically

· What constitutes value and how is it measured?
· Who are you valuing the environment for? This question was brought out because there was a clear issue with needing to get the environment on agendas (or keep it there) and feeling that the best way to do that within government (given HMT) was to monetise those values although the limitations of those methods are clearly understood. The discussion moved on to emphasise that methods are quite proscribed within e.g. RIA and the WFD.  Specifically, within WFD there has been the development of cost effectiveness analysis methods for programme of measures and an evidence base is being developed for disproportionate costs together with new projects on benefits and the development of a benchmark database. Given this level of prescription there is little room for the use of different methods. It was acknowledged that this level of prescription was not necessarily a good thing.

A3.1.13.8  Use of valuation information

In this session participants were asked to consider what made it easy or difficult to use valuation information.  

It was felt that there was a difficulty around transferability – especially benefit transfer from one valuation study to another context. However, it was also acknowledged that benefits transfer is important particularly for the assessment of repeat processes.

It was considered that economists were regarded with suspicion by other disciplines because of the perceived lack of dealing with ethical or moral issues.  However, this was qualified, it was felt that the real issue is that other disciplines dislike the fact that it seems unless the environment is valued then it does not “count”, the dislike is of the political climate rather than of economists per se.

It was felt that valuation information is not good for dealing with intrinsic values (preserving something for its own good). Because especially economic values are people-centred. They are the value of ‘environment’ as placed by individuals. It cannot be independent of the valuer as intrinsic value (value of the environment in and of itself) is defined to be. The suggestion was that we could use deliberative and participatory methods to perhaps explore ‘moral duty’ – but again this is a people-centred. 

It was felt that the concept of ecosystem resilience would make it easier to use valuation information. 

A further issue which was thought to make it difficult to use valuation information was the extent to which methods are regarded as credible between experts, that there is a general distrust (and lack of familiarity) between experts of others’ methods.

It was felt that the valuation methods were complex and that made communication of results difficult and could result in a lack of transparency – however, the methods themselves were considered to be transparent i.e. it is possible to follow the steps of the valuation process.

Valuation methods were considered as having problems dealing with non-market data together with issues of variability around the whether a willingness to accept or a willingness to pay method is use.

A3.1.13.9  Future trends with regards to the natural environment policy

In this part of the workshop participants were asked to discuss what they saw as the key future trends in terms of the natural environment and what that might mean for the provision of valuation evidence.  

It was stated that the climate is changing faster than anticipated and therefore the “science” and modelling that might need to be done in order to find out what is happening in detail may well lag behind actual changes.  Lack of, or dated, scientific information is going to have implications for the quality of any valuation evidence.

It was noted that currently there is a lack of strategic thinking cross government around the natural environment and it was felt that was likely to continue. 

A further point was made, that since the environment is becoming a scarce resource it becomes more of an issue to value it and more policy areas will need valuation information such as soils.

It was considered that the natural environment was becoming less important to the UK Government and that Better Regulation could mean less regulation for the environment. 

However, it was also agreed that Better Regulation could lead to other instruments e.g. economic incentives which could be used to have a positive effect on the natural environment. It was noted that the recently agreed EU finance agreement does not put the environment high on the agenda either. Indeed, it was suggested that initiatives like the comprehensive spending review bring about questions like whether or not it is the UK government’s business to be delivering environmental quality, that perhaps it should be left to markets given the knowledge of what can be done and the need to balance environment with health, education etc.

There was an agreement that in order to achieve outcomes for the natural environment it was important to get it onto other peoples’ agendas e.g. health and education.  This was viewed both negatively i.e. the environment is not a priority but only counts in relation to some other policy issue and positively i.e. that there is increased integration across areas e.g. employment and environment which is highlight by the scarcity of resources (e.g. through Lisbon Agenda). But if one department wants to link to another department’s policy, then the former needs to show evidence why the latter should change their policy and include environment in their agenda.

It was also considered that for all policy areas there was an increasingly international focus.

It was considered that there are more competing pressures on the countryside in terms of recreation with pressure from different and new sports for access to the countryside. Because of these conflicts, it is sometimes valuable to do wider public surveys than just stakeholder consultation

More social research is needed within / to implement Defra’s 5 year strategic plan.

A3.1.13.10   Implications in terms provision of evidence

It was agreed that if more parts of the environment are required to be valued then that will mean more work for environmental economists.   In addition, the trend is towards “getting onto others’ agendas” then there will be an increased need to justify the value of the natural environment.  It was mentioned that funding bids typically now require values to be incorporated in them.

The issue of how existing valuation data would stand up to new trends in policy was considered, would there be a need to collect a lot more data, would it mean that levels of confidence in the data would become more variable?

Defra have recognised the need for more social research and opinion data to support policy making, so there will be an increased used of that type of information.

If using different methods for regulation that focus on behaviour change then will need to know more about behaviour change.

It was suggested that it would be interesting to examine the scientific community itself to see how change of direction happens, how information influences and is used.

There was some discussion of the possibility of well-being measures becoming more important, with GDP becoming less important but it was felt that GDP was still easy to measure.  In addition, it was felt that the well-being agenda is stretching the boundaries of in terms of valuation research.

Finally, it was felt that time and cost issues mitigate against the use of valuation research.
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� CVM has also been used widely in valuing safety and estimating the value of a statistical life.


� � HYPERLINK "http://www.ukceed.org/consensus_conference/contents.htm" ��http://www.ukceed.org/consensus_conference/contents.htm�


� EQ-5D is a standardised instrument for use as a measure of health outcome, intended for self-completion, designed by EuroQol. � HYPERLINK "http://www.euroqol.org/web" ��http://www.euroqol.org/web�. 


� These include the Department for Environment, Transport and the Environment, the Ministry of Agriculture, Fisheries and Food, and the Department of the Environment.


� For example: “it would be very difficult and somewhat futile to present an overly-lengthy list for the purposes of this review and I agree that the literature represented is both relevant and recent and that you have just about struck the right balance.” Source: Michael Peter’s letter in response to expert consultation.


� http://www.gesis.org/en/data%5Fservice/eurobarometer


� There is an ongoing project on this at UEA and Newcastle, commissioned by the DoH and NICE.
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