The role of density regulation in extinction processes and population viability analysis

KLAUS HENLE1,∗, STEPHEN SARRE2 and KERSTIN WIEGAND3,4
1Department of Conservation Biology and Natural Resources, Centre for Environmental Research, UFZ Leipzig-Halle, Permoserstr. 15, D-04318 Leipzig, Germany; 2Applied Ecology Research Group, University of Canberra, Canberra, ACT 2601, Australia; 3Department of Ecological Modelling, Centre for Environmental Research, UFZ Leipzig-Halle, Permoserstr. 15, D-04318 Leipzig, Germany; 4Present address: Institute of Ecology, Jena University, Dornberger Str. 159, D-07743 Jena, Germany; ∗Author for correspondence (e-mail: klaus.henle@ufz.de; fax: +49-341-2353191)

Received 29 June 2002; accepted in revised form 15 March 2003

Abstract. We review the role of density dependence in the stochastic extinction of populations and the role density dependence has played in population viability analysis (PVA) case studies. In total, 32 approaches have been used to model density regulation in theoretical or applied extinction models, 29 of them are mathematical functions of density dependence, and one approach uses empirical relationships between density and survival, reproduction, or growth rates. In addition, quasi-extinction levels are sometimes applied as a substitute for density dependence at low population size. Density dependence further has been modelled via explicit individual spacing behaviour and/or dispersal. We briefly summarise the features of density dependence available in standard PVA software, provide summary statistics about the use of density dependence in PVA case studies, and discuss the effects of density dependence on extinction probability. The introduction of an upper limit for population size has the effect that the probability of ultimate extinction becomes 1. Mean time to extinction increases with carrying capacity if populations start at high density, but carrying capacity often does not have any effect if populations start at low numbers. In contrast, the Allee effect is usually strong when populations start at low densities but has only a limited influence on persistence when populations start at high numbers. Contrary to previous opinions, other forms of density dependence may lead to increased or decreased persistence, depending on the type and strength of density dependence, the degree of environmental variability, and the growth rate. Furthermore, effects may be reversed for different quasi-extinction levels, making the use of arbitrary quasi-extinction levels problematic. Few systematic comparisons of the effects on persistence between different models of density dependence are available. These effects can be strikingly different among models. Our understanding of the effects of density dependence on extinction of metapopulations is rudimentary, but even opposite effects of density dependence can occur when metapopulations and single populations are contrasted. We argue that spatially explicit models hold particular promise for analysing the effects of density dependence on population viability provided a good knowledge of the biology of the species under consideration exists. Since the results of PVA may critically depend on the way density dependence is modelled, combined efforts to advance statistical methods, field sampling, and modelling are urgently needed to elucidate the relationships between density, vital rates, and extinction probability.
Introduction

Extinction of populations is of prime evolutionary and conservation interest and stochasticity is a decisive factor in the survival or extinction of populations (e.g., Goel and Richter-Dyn 1974; Goodman 1987a,b). Not surprisingly, theoretical research on stochastic extinction of populations and the application of stochastic models for population viability analysis (PVA) have become very popular within the last two decades (e.g., Leigh 1981; Soulé 1987; Lande and Orzack 1988; Hanski and Gilpin 1991; Mace and Lande 1991; Burgman et al. 1993; Wissel et al. 1994; Settele et al. 1996; Drechsler et al. 1998; Amler et al. 1999). The popularity of the PVA approach in conservation biology is reflected in the availability of several software packages and reviews (e.g., Goel and Richter-Dyn 1974; Akçakaya and Ferson 1990; Boyce 1992; Lacy 1993; Lindenmayer et al. 1995; Oostermeijer et al. 1996; Reich and Grimm 1996; Groom and Pascual 1997; Beissinger and Westphal 1998). Despite this attention, PVA as a practical tool for conservation management is not without its critics and has been the subject of a lively debate in the recent literature (e.g., Caughley 1994; Doak and Mills 1994; Hedrick et al. 1996; Beissinger and Westphal 1998; Asquith 2001).

Like stochasticity, density regulation can play a driving role in population dynamics as has been documented in a vast literature (e.g., May and Oster 1976; Dennis 1989a; Hanski 1990; Burgman et al. 1993; Dennis and Taper 1994). Opinions about the relevance of density regulation still diverge considerably, ranging from those believing that it is a ubiquitous and crucial element of population growth (e.g., Dennis and Patil 1984; Ferson et al. 1989; Dennis and Taper 1994; Grant and Benton 2000) to those that doubt its relevance (e.g., Andrewartha and Birch 1984; Foley 1994). There is similar disagreement about its relevance for PVAs [e.g., Ginzburg et al. (1982, 1990) and Foley (1994) contra Burgman et al. (1993) and Groom and Pascual (1997)]. Although some authors have compared the effects of different models of density regulation on population persistence (e.g., Gabriel and Bürger 1992; Wissel et al. 1994; Mills et al. 1996; Pascual et al. 1997), no comprehensive comparison or review exists as yet. Our aim is to provide such a review.

Scope and basis of the review

We summarise the types of density dependence included in extinction models and their availability in generic software. We review the effects of different
types of density regulation as used in extinction models and PVA case studies. We restrict our review to stochastic models, since population fluctuations inherently contain stochastic components often with significant influence on the persistence of populations (e.g., Goodman 1987a,b). We specifically include density regulation by spatial structuring of populations due to social behaviour and limited dispersal, since this can be a major mechanism for density effects (Allee et al. 1949). We do not consider spatial structure in the form of a metapopulation unless density regulation is explicitly addressed.

We base our review on an extensive reference collection of PVAAs, stochastic extinction models, and density dependence. In addition we searched the 1996–2001 issues of the journals *Conservation Biology, Journal of Applied Animal Ecology, Journal of Wildlife Management*, and *Verhandlungen der Gesellschaft für Ökologie* for relevant publications and conducted a keyword search with ‘population viability analysis’, ‘extinction’, and ‘stochastic models’ in the BIOSIS database for the year 2000. We further tried to trace any citation that appeared to be relevant for our topic.

**Density regulation in extinction models and PVAAs**

Four main approaches to including density dependence in extinction models can be identified: the use of empirical data, the use of a quasi-extinction level as a surrogate for an Allee effect, the description of density dependence by a mathematical function, and the modelling of the spacing behaviour of individuals. When using empirical data, a value for a demographic parameter is drawn at random from observed values for a particular density (population size) (e.g., Shaffer 1983; Armbruster and Lande 1993; Burgman et al. 1993). Obviously, this approach requires intensive data and can be applied only in simulation models. Often it has been assumed that the use of a quasi-extinction level \( N > 1 \) will account for an Allee effect (e.g., Ginzburg et al. 1982; Dennis et al. 1991; Akçakaya et al. 1995). Quasi-extinction level means that a population is considered extinct once it reaches or falls below that level. However, the use of a quasi-extinction level is dictated by the model structure (Ginzburg et al. 1982; Dennis et al. 1991) rather than by a consideration of biological processes, and levels are often set arbitrarily.

Decisions on how to model density dependence by a mathematical function are complicated. The researcher not only has to specify which function to use in the first place, but also has to choose whether the total population size or the size of one or several particular stages control the feedback mechanism to be modelled. Furthermore, one has to decide whether all or only particular stages are affected by density regulation and which demographic process (e.g., birth rate) will be density dependent.
Description of density dependence by a mathematical function is achieved by making the population growth rate \((r)\) or any other demographic parameter a function of density dependence, usually by multiplying the demographic parameter with a density-dependent term, \(f(N)\) (see Appendix A). Many functions that have been used to describe density regulation are mathematical generalisations or limiting cases of other functions for particular parameter values. We consider functions to be separate whenever they had been used as independent models of density regulation in the analysis of population extinction. Some authors have replaced the shape parameters of some models by driving or constraining variables, such as rainfall or food availability. Here, we do not regard them as separate models. Likewise, some models combine two different density-dependent terms (e.g., Jacobs 1984; Dennis 1989a). Again, these are not listed as separate models unless they form a fixed combination in widely available software.

A bewildering range of functions has been used in the literature to describe density regulation, 29 of them in stochastic extinction models (Table 1). Functions differ greatly in their flexibility and ability to describe density-dependent population processes (e.g., Bellows 1981; Schnute 1985; Dennis and Taper 1994). Most ideas have been driven more by mathematical tractability than by a thorough testing of the matching of the models with real data or derivation from biological processes (Dennis 1989b). Moreover, no statistically rigorous method exists to test between, and to select among, different models of density dependence (Dennis 1989a,b; Dennis and Taper 1994; but see Berryman and Turchin 2001).

In Appendix A, we briefly discuss biological assumptions and mathematical relationships of the density-dependent terms listed in Table 1. For ease of cross-referencing among the text and the tables and because several models lack names and others occasionally are labelled with the same name in the literature though they differ mathematically, we label different models of density dependence by numbers (#).

A recent alternative to the use of functions of density dependence is the explicit modelling of density effects of spatial structure on individuals for dispersal limited species (e.g., Lamberson et al. 1992; Lecomte et al. 1994; Ginsberg et al. 1995; Wiegand et al. 2001). Individual-based spatial models track the fate of each individual based on (empirically derived) biological rules on spacing behaviour and/or dispersal. Differences in survival, reproduction, and/or dispersal of different individuals due to local population structure (e.g., size, location, and occupancy of territories) lead to density regulation in these models. This approach drops the assumption of ideal mixing of individuals of a population, which is important for reproduction at low population sizes (Allee et al. 1949; McCarthy 1997; Stephens et al. 1999). In some metapopulation models the location of the subpopulations is spatially
<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>( f(N) )</th>
<th>Description</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>TC</td>
<td>For ( N &lt; K ): 1; for ( N = K ): 0</td>
<td>Density-independent growth to a ceiling carrying capacity</td>
<td>MacArthur and Wilson (1967), Goel and Richter-Dyn (1974), Wissel et al. (1994)</td>
</tr>
<tr>
<td>1b</td>
<td>TD</td>
<td>For ( N &lt; K ): 1; for ( N = K ): ( \lambda^{-1} )</td>
<td>Density-independent growth to a ceiling carrying capacity</td>
<td>Goel and Richter-Dyn (1974), Dennis et al. (1991), Foley (1994), Wissel et al. (1994)</td>
</tr>
<tr>
<td>2</td>
<td>TD</td>
<td>For ( N \leq K ): 1; for ( N &gt; K ): 1 (for ( K ) mature females); ( a ) ((0 &lt; a &lt; 1)) (for ( N - K ) mature females)</td>
<td>Density independence below ( K ) and reduced probability of breeding for females in excess of female ( K )</td>
<td>Beier (1993)</td>
</tr>
<tr>
<td>3</td>
<td>TD</td>
<td>For ( N &lt; K - d ): ( 1 + \left( \frac{b}{\phi} \right) ) (with ( -\phi \leq b \leq 1 - \phi )); for ( K - d \leq N \leq K + c ): 1; for ( N &gt; K + c ): ( 1 - \left( \frac{c}{\phi} \right) ) (with ( 0 &lt; c \leq \phi ))</td>
<td>Model with a step function of survival; note that negative values of ( b ) result in an Allee effect</td>
<td>Harris et al. (1989)</td>
</tr>
<tr>
<td>4a</td>
<td>TC, TD</td>
<td>( 1 - \left( \frac{N}{K} \right) )</td>
<td>Logistic growth model with a ceiling carrying capacity</td>
<td>Strebel (1985), Dennis (1989a,b)</td>
</tr>
<tr>
<td>4b</td>
<td>TC, TD</td>
<td>( 1 - \left( \frac{N}{K} \right)^{\theta} )</td>
<td>( \theta )-Logistic growth model</td>
<td>Strebel (1985), Dennis (1989a,b)</td>
</tr>
</tbody>
</table>
Table 1. (continued)

<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>$f(N)$</th>
<th>Description</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>4c</td>
<td>TC, TD</td>
<td>$1 - f \left( \frac{N}{K} \right)^{\theta}$ (with $0 &lt; f \leq 1$)</td>
<td>Generalised $\theta$-logistic model for survival or fecundity</td>
<td>Boyce et al. (1994)</td>
</tr>
<tr>
<td>5</td>
<td>TD</td>
<td>$\frac{1}{1 + xN}$ (with $x = \frac{\lambda - 1}{K}$)</td>
<td>Beverton–Holt model</td>
<td>Beverton and Holt (1957), Schnute (1985), Ferson et al. (1989)</td>
</tr>
<tr>
<td>6</td>
<td>TD</td>
<td>$e^{-xN}$ (with $x = \frac{\lambda - 1}{K}$)</td>
<td>Ricker model</td>
<td>Ricker (1975), Ginzburg et al. (1990)</td>
</tr>
<tr>
<td>7</td>
<td>TD</td>
<td>$\frac{1}{(1 + xN)^{\beta}}$ (with $x = \frac{\lambda^{1/\beta} - 1}{K}$)</td>
<td>Classical contest ($\beta = 1$)/scramble competition model ($\beta &gt; 1$)</td>
<td>Hassell et al. (1976), Gabriel and Bürger (1992)</td>
</tr>
<tr>
<td>8</td>
<td>TD</td>
<td>$\frac{1}{1 + (xN)^{\beta}}$ (with $x = \frac{(\lambda - 1)^{1/\beta}}{K}$)</td>
<td>Maynard-Smith and Slatkin contest/scramble competition model</td>
<td>Maynard-Smith and Slatkin (1973), Poethke et al. (1996a,b)</td>
</tr>
<tr>
<td>9</td>
<td>TD</td>
<td>$e^{-e^{a_0 - a_1 N}}$</td>
<td>Ricker equation (logistic growth model without a ceiling carrying capacity)</td>
<td>Dennis et al. (1991), Dennis and Taper (1994), Berryman and Turchin (2001)</td>
</tr>
<tr>
<td>10</td>
<td>TD</td>
<td>$e^{-e^{a_0 - a_1 g/N}}$</td>
<td>Double exponential model relating population growth to the ratio of the environmental variable $g$ and $N$</td>
<td>McCarthy (1996b)</td>
</tr>
<tr>
<td>11a</td>
<td>TD</td>
<td>For $N \leq N_{tr}$: $1$; for $N \geq N_{tr}$: $\left( \frac{N_{tr}}{N} \right)^{\alpha}$ (with $\alpha &gt; 0$)</td>
<td>Power model of contest/scramble competition above a threshold</td>
<td>Stelter (1997, 1998)</td>
</tr>
</tbody>
</table>
| 11b | TD | For \( N \leq N_{tr} \): 1; for \( N \geq N_{tr} \): & \( 1 + \frac{\beta}{\text{DIEP}} \left( \frac{N}{N_{tr}} \right)^\alpha \) (with \( \alpha > 0 \)) & Power model of density-dependent emigration probability above a threshold & Stelter (1997, 1998) \\
| 12 | TD | For \( N \leq N_{tr} \): 1; for \( N_{tr} < N \leq K \): & \( \left( 1 - \frac{1}{\phi^\gamma} \left( (1 - N_{tr}/N) (1 - N_{tr}/K) \right) \right) \) & Threshold model of scramble competition with additional contest competition above \( K \) & Drechsler et al. (1998) \\
| 13 | TD | & \( \left( \frac{K}{N} \right)^\delta \) constrained within \( \phi_{\text{min}} \leq \phi \left( \frac{K}{N} \right)^\delta \leq \phi_{\text{max}} \) & Power model for survival with a ‘baseline’ survival at carrying capacity \( K \) & Beier (1993) \\
| 14 | TD | \( i + \frac{jk}{1N + k} \) & Extension of Michaelis–Menten model & Mills et al. (1996), Pascual et al. (1997) \\
| 15a | TD | \( [\ln(1 + e^{-a_0 - a_1 N})^{-1} + q]^r \) (with \( x = 1 \)) & Sigmoidal demographic rates multiplier & Swart and Lawes (1996) \\
| 15b | TD | \( [1 + e^{-a_0 - a_1 N}]^{-1} \) & Sigmoidal establishment multiplier & Chapman et al. (1989) \\
| 16 | TD | \( u + \frac{v}{1 + (N/K)^\varepsilon} \) (for \( u, v > 0 \) and \( \varepsilon \) integer) & Sigmoidal density dependence of the growth rate & Milton and Bélair (1990) \\
| 17a | TD | \( a_4 N^4 + a_3 N^3 + a_2 N^2 + a_1 N + a_0 \) & Fourth-order polynomial growth model & Lacy (1993) \\
| 17b | TD | \( a_2 N^2 + a_1 N + a_0 \) & Quadratic regression model & Nolet and Baveco (1996) \\
<p>| 17c | TD | ( a_1 N + a_0 ) &amp; Linear regression model &amp; Shaffer (1983) |</p>
<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>( f(N) )</th>
<th>Description</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>17c2</td>
<td>TD</td>
<td>( a_1N + a_0 ) (for ( N \leq K )); ( a_1K + a_0 ) (for ( N &gt; K ))</td>
<td>Linear regression model with density independence once all territories are filled</td>
<td>Gaona et al. (1998)</td>
</tr>
<tr>
<td>17d</td>
<td>TD</td>
<td>( a_0 ) (with ( 0 &lt; a_0 &lt; 1 ) for ( N_{t+1} &gt; yK ); ( a_0 = 1 ) for ( N_{t+1} \leq yK ); ( y &lt; 1 ))</td>
<td>Reduction of population size by a constant factor if population size exceeds a threshold</td>
<td>Den Boer (1981)</td>
</tr>
<tr>
<td>18</td>
<td>TD</td>
<td>( 1 + (\lambda - 1)(1 - N/K) ) (for ( N \leq K\lambda/(\lambda - 1) )); ( 0 ) (otherwise)</td>
<td>Model of overshooting populations that crash to extinction</td>
<td>Gabriel and Bürger (1992)</td>
</tr>
<tr>
<td>19</td>
<td>TC</td>
<td>( 1 - e^{-nN} )</td>
<td>Allee model: negative exponential</td>
<td>Dennis (1989a)</td>
</tr>
<tr>
<td>20</td>
<td>TC, TD</td>
<td>( \frac{N}{z + N} )</td>
<td>Allee model: rectangular hyperbola (( z ) is the density at which half of the females mate)</td>
<td>Dennis (1989a), Burgman et al. (1994)</td>
</tr>
<tr>
<td>21</td>
<td>TD</td>
<td>( \frac{(A_{\min}(BN_m, N_f))}{N_f} ) (with ( 0 &lt; A \leq 1 ))</td>
<td>Male limited reproduction of females; ( \langle x \rangle ) means integer value of ( x )</td>
<td>Milner-Gulland (1997), Legendre (1999)</td>
</tr>
<tr>
<td>22</td>
<td>TD</td>
<td>( \frac{N_m}{K_m}(1 + HR)K_m - N_m ) (with ( N_m &lt; K_m ))</td>
<td>Allee effect accounting for a compensatory expansion of male territories</td>
<td>Beier (1993)</td>
</tr>
<tr>
<td>23</td>
<td>TD</td>
<td>( 1 - x^{-1} \frac{SR_0}{SR_N} ) (with ( SR_0 &lt; SR_N; x = \mu, \phi ))</td>
<td>Model of disturbed mating systems in exploited harem species</td>
<td>Milner-Gulland (1997)</td>
</tr>
<tr>
<td>No.</td>
<td>Type</td>
<td>Equation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>----------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>TD</td>
<td>$1 - (1 - s_a/s_t)^n_s$</td>
<td>Mate or territory encounter probability in a polygamous mating system</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>TD</td>
<td>$\left(\frac{N}{K}\right)^\varphi$</td>
<td>Probability of a vacant nest site becoming occupied</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>TD</td>
<td>$1 + \frac{CD}{r_0} \frac{N}{D+N}$</td>
<td>Allee effect: Jacobs’ cooperation model</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>TD</td>
<td>$\left{1 - \left[\left(\frac{P_0 - P_K}{P_0}\right) \left(\frac{N}{K}\right)^\theta\right]\right} \frac{N}{z+N}$</td>
<td>VORTEX model of breeding probability</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>TD</td>
<td>$\frac{EN}{z+N}$</td>
<td>Density-dependent emigration model (with $E &lt; 1$)</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>TD</td>
<td>$\frac{\sum_j w_j/(n_j+1)}{\sum_j w_j/(n_j+1)}$</td>
<td>Density-dependent weighing function for the fraction of immigrants received by subpopulation $j$</td>
<td></td>
</tr>
</tbody>
</table>

# is the model number used for cross-referencing throughout this publication. Type is time continuous (TC) or time discrete model (TD).

DIEP: density-independent component of emigration probability; HRI: % home range increase of territorial males; $K$: carrying capacity, $K_m$: carrying capacity for adult males; $n_j$: number of individuals in subpopulation $j$; $n_s$: number of sites searched; $N$: population size, $N_{f/m}$: number of (reproducing) females/harem holding) males, $N_0$: threshold population size, $P_x$: probability of breeding at a density close to $x$ individuals with $x$ either 0 or $K$, $r_0$: intrinsic rate of increase at a population size close to zero, $s_a$: number of suitable unoccupied sites, $s_t$: total number of sites; SRQ: observed sex ratio; SRN: ‘normal’ sex ratio in the absence of selective harvesting; $w_j$: weighing factor for subpopulation $j$; $C$: effectivity of co-operation; $D$: saturation index, $\lambda$: finite rate of increase, $\mu$: recruitment rate, $\phi$: survival rate. The remaining parameters ($a, \ldots, m, \alpha, p, q, s, \ldots, v, y, z, A, B, E, a_0, \ldots, a_4; \alpha, \beta, \gamma, \delta, \varepsilon, \varphi, \eta, \theta$) are shape parameters. The Greek parameters specify strength of density regulation. See text for further explanations.
explicit but spatial structure is ignored in the subpopulations. We did not include them in the tally of models with explicit spatial structure accounting for density dependency, because the presence of interactions of spatial structure and density have been ignored in the metapopulation literature so far (see the Results section on metapopulations).

With the increasing popularity of PVAs, an increasing number of standard software packages have become available for routine PVA application. Software packages can diverge considerably in viability predictions for the same data set because of different ways in which stochastic variation in breeding structure (Brook et al. 1999) or density dependence (Mills et al. 1996) are incorporated in the underlying models. Therefore, in Table 2, we briefly summarise which forms of density dependence can be modelled with these software packages.

**Summary statistics of density dependence used in PVA case studies**

We analysed the characteristics of the PVA literature such as taxonomic groups investigated, or forms of density regulation used based on 219 published PVA case studies (see http://www.ufz.de/(en)/spb/nat/ for references and a comprehensive table). We included any paper that explicitly modelled population extinction for a particular species based on real data but limited our analyses to stochastic models. Frequently, authors have published several papers on PVAs of the same population/species. These were regarded as the same case study save for cases where model features changed (different software, different type of model, density dependence added in later publications). However, if several models were compared for one population in one publication, the publication was regarded as one case study but the models scored separately. The application of the same model to two or more species within the same publication was treated as two or more case studies.

The majority of case studies were made for mammals (n = 91) and birds (n = 70), followed by insects (n = 25) and plants (n = 15). PVAs for other taxonomic groups are rare (reptiles: n = 8, amphibians: n = 4, fish: n = 4, snails: n = 2). Density regulation has been included in 68% of the 247 models used in PVA case studies, 25% of them lacked any form of density dependence, and in 7% it is not stated whether density dependence had been included or not. The percentage of case studies that did not include density dependence was highest in 1991/1992 and lowest in 1993/1994. However, the temporal difference in the percentage of publications that incorporated some form of density dependence is not significant (Figure 1; $\chi^2_6 = 9.06, \alpha = 0.17$). Nevertheless there is a highly significant heterogeneity regarding the frequency of models with density dependence that included only a ceiling $K$ or a more complex form of density dependence ($\chi^2_6 = 19.30, \alpha = 0.004$) with
<table>
<thead>
<tr>
<th>Name</th>
<th>Model type</th>
<th>Density model (#)</th>
<th>Comments</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALEX</td>
<td>Matrix; mp; p</td>
<td>1, ddd; probability of catastrophes can be density dependent</td>
<td>No breeding at $K$; surplus individuals removed preferentially from younger age classes; density threshold for dispersal</td>
<td>Possingham et al. (1992), Lindenmayer et al. (1995), Possingham and Davies (1995)</td>
</tr>
<tr>
<td>GAPPS</td>
<td>Individual; p</td>
<td>User defined functions; models #1, 25, 28, 29 cannot be implemented</td>
<td>density threshold for dispersal</td>
<td>Mills et al. (1996), Brook et al. (1999)</td>
</tr>
<tr>
<td>META-X</td>
<td>Markov model; mp</td>
<td>Depending on external model used for sub-populations; models #1, 25, 28, 29, ddd cannot be implemented</td>
<td>Dynamics within sub-populations not modelled, but can use results from any external simulation model for subpopulation dynamics as input</td>
<td>Frank et al. (2003)</td>
</tr>
<tr>
<td>RAMAS</td>
<td>Matrix; mp; p</td>
<td>1, 4, 5, 6, 13, 19, ddd, od</td>
<td>$K$ can vary stochastically; ddd only in RAMAS/GIS and RAMAS/space</td>
<td>Akçakaya and Ferson (1990), Akçakaya and Ginzburg (1991), Akçakaya (1992), Akçakaya et al. (1995)</td>
</tr>
</tbody>
</table>
### Table 2. (continued)

<table>
<thead>
<tr>
<th>Name</th>
<th>Model type</th>
<th>Density model (#)</th>
<th>Comments</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>ULM</td>
<td>Matrix; p</td>
<td>User defined functions; models # 25, 28, 29 cannot be implemented</td>
<td>Software for matrix projections in which the matrix entries can be made functions of density</td>
<td>Legendre and Clobert (1995), Legendre (1999)</td>
</tr>
<tr>
<td>VORTEX</td>
<td>Individual; mp; p</td>
<td>User defined functions; models # 25, 28, 29 cannot be implemented; ddd</td>
<td>$K$ can increase, decrease, and fluctuate stochastically; model # 27 implemented only in recent versions; dispersal above a density threshold but percentage dispersing density-independent</td>
<td>Lacy (1993, 2000), Lindenmayer et al. (1995, 2000), Reed et al. (1998)</td>
</tr>
</tbody>
</table>

*Please note that additional options not described in the source cited may be available in more recent releases. Density model refers to the models listed in Table 1. ddd: threshold or unspecified density-dependent dispersal; $K$: carrying capacity; mp: metapopulation; od: observed distribution; p: single population.*
Figure 1. Temporal trend in the incorporation of density dependence in PVA publications. cc: density regulation in the form of a ceiling carrying capacity; ess: explicit spatial structure causing density dependence; no density: no form of density dependence included; with density: any other form of density regulation except for cc, ess, and density-dependent dispersal.

1996/1997 and 1998/1999 showing a strong preponderance of models with more complex forms of density dependence. These trends tend to indicate that the suggestion of Ginzburg et al. (1990) that models with density dependence result in conservative estimates of vulnerability, and later publications (e.g., Burgman et al. 1993; Mills et al. 1996; Groom and Pascual 1997) drawing attention to the importance of including density dependence in modelling population extinction may have had a mild influence on whether and how density dependence was included in published PVA models by later authors.

In total, 32 approaches have been used to model density regulation in theoretical or applied extinction models; 29 of them are mathematical functions of density dependence. Eight of the latter have been used only in theoretical extinction models. Model #1 (density-independent growth to a ceiling carrying capacity) was the most frequently used model in PVA case studies that incorporated density dependence. It accounted for 44% of the 205 density dependencies used, followed by the logistic growth model (model #4) with 8% and spatially explicit models with 7% (Table 3). The remaining approaches have been used only rarely. Only 13% of the 150 models that were based on mathematical functions of density dependence (density-dependent dispersal excluded) included an Allee effect. If only PVAs for re-introduction strategies or captive populations are considered ($n = 26$), 23% of the case studies accounted for an Allee effect and in 8% it is not clear.
Table 3. Summary of the use of different types of density dependence in PVA case studies.a

<table>
<thead>
<tr>
<th>Model number (#)</th>
<th>No. of case studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>9</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>4</td>
</tr>
<tr>
<td>Population extinct at $K$</td>
<td>2</td>
</tr>
<tr>
<td>Unspecified</td>
<td>4</td>
</tr>
<tr>
<td>ddd</td>
<td>9</td>
</tr>
<tr>
<td>ess</td>
<td>15</td>
</tr>
<tr>
<td>od</td>
<td>3</td>
</tr>
<tr>
<td>Unclear</td>
<td>17</td>
</tr>
<tr>
<td>None</td>
<td>62</td>
</tr>
</tbody>
</table>

a Some case studies used different models for different demographic parameters. Model number refers to the models listed in Table 1. $K$: carrying capacity; ddd: threshold or unspecified density-dependent dispersal; ess: explicit spatial structure causing density regulation; od: observed distribution.

When does density dependence matter?

In the following sections we review the effects of density dependence on extinction probability of single populations and metapopulations and we
discuss the implications for PVAs. We present the review in the following order: effects of a ceiling carrying capacity, effects of a decrease of vital rates with density, Allee effects, effects of spatial structure, and stage-specific differences in density dependence.

**Single populations**

*Density-independent growth to a ceiling carrying capacity*

Introducing an upper limit for population size reduces persistence chances (Shaffer 1983) and the probability of ultimate extinction becomes 1 (Middleton et al. 1995). A constant ceiling carrying capacity leads to an upward or downward concave increase of mean time to extinction with carrying capacity (e.g., Belovsky 1987; Gabriel and Bürger 1992; Stephan and Wissel 1994; Wissel et al. 1994; Ginsberg et al. 1995). Shaffer (1987) suggested that the shape of the curve is indicative of the types of stochastic variability included in the model. According to Shaffer (1987) demographic stochasticity leads to an upward concave, demographic combined with environmental stochasticity to a linear, and the combination of demographic, environmental, and catastrophic stochasticity to a downward concave increase of mean time to extinction \( T_m \) with carrying capacity \( K \). Shaffer’s (1987) results are still frequently cited (cf. Loeschcke 1990; Possingham et al. 2001). However, they were based on a limited number of studies in Soulé (1987), and Lande (1993) showed that they are not always correct.

Lande (1993) points out that previously reported differences can be understood based on the mean and the variance of the long-term population growth rate \( r \). \( T_m \) exhibits an upward concave relationship to \( K \) if \( \bar{r} \) is larger than half its variance \( (\sigma^2) \) (Ludwig 1976; Goodman 1987a; Lande 1993; Wissel et al. 1994). Otherwise, \( T_m \) curves downwards with \( K \) unless the correlation time of the environment is high. In the latter case, there is an upward concave relationship even under very high environmental fluctuation (Wissel et al. 1994). However, with a negative average growth rate, \( T_m \) is always proportional to the logarithm of \( K \) independent of the degree of environmental stochasticity (Ludwig 1976; Lande 1993). \( T_m \) scales with the square of \( \ln K \) for zero average growth rate (Lande 1993). Thus, different degrees of environmental stochasticity and growth rates explain why carrying capacity and mean time to extinction show different relationships in PVA case studies [e.g., compare Hildenbrandt et al. (1995) and Woolfenden and Fitzpatrick (1993) with Marmontel et al. (1997)].

Qualitatively similar results apply when \( K \) fluctuates stochastically (Foley 1994). Small stochastic fluctuations of \( K \) may not influence extinction risk but if the standard deviation of \( K \) is >30% of \( K \), there is a rapid reduction in persistence probability (Reed et al. 1998). This result is not surprising,
since $K$ is frequently close to zero under this condition. However, cycles of a deterministically fluctuating carrying capacity can increase population persistence slightly to considerably, as has been shown by Lindenmayer and Possingham (1994) for the survival of a metapopulation of Leadbeater’s possum ($Gymnobelideus leadbeateri$) under various scenarios for the length of logging rotation times.

The effect of a ceiling carrying capacity also depends on the starting conditions. An influence is present for populations starting from values close to $K$ but not for populations starting from low values (Middleton et al. 1995; Akçakaya and Baur 1996; Ludwig 1996; Marshall and Edwards-Jones 1998). Thus, the low starting size can explain why the introduction of a ceiling carrying capacity did not decrease median persistence time for the acorn woodpecker ($Melanerpes formicivorus$) (Stacey and Taper 1992), whereas such an effect was present in a simulation of the Lord Howe Island woodhen ($Tricholinna sylvestris$) population that started from high values (Brook et al. 1997). Similarly, an increase in $K$ did not increase the probability of survival of the Puerto Rican parrot ($Amazona vittata$) (Lacy et al. 1989) or the whooping crane ($Grus americana$) (Mirande et al. 1991) when populations were started well below $K$. When models of re-introduced populations of wild boar ($Sus scrofa$) were started at half $K$ and $K$ was small enough to make most populations go extinct within a short time period, an increase of $K$ (without increasing the number of released animals) considerably reduced the probability of extinction (Howells and Edwards-Jones 1997).

The absence of an effect of $K$ when starting from a small population size can be explained by a high initial extinction risk so that carrying capacity can exert an effect only on a limited number of population trajectories (cf. Wissel et al. 1994). For low environmental stochasticity, there is a critical population size below which the probability of extinction is very high and above which the probability of reaching $K$ is high. This probability depends on the ratio of the death and birth rates (Wissel et al. 1994). Under high environmental stochasticity there is always a considerable risk of extinction before reaching $K$ (Wissel et al. 1994).

Increasing reduction of vital rates with increasing density
Ferson et al. (1989) and Ginzburg et al. (1990) observed higher extinction risks in models of density-independent fish recruitment when compared to the Ricker (#6) and Beverton–Holt (#5) functions of density dependence. They hypothesised that density-independent models are always conservative. However, this hypothesis is not generally true. It was supported for the power model of survival (#18) when applied to cougars ($Felis concolor$) (Beier 1993), for the Maynard-Smith and Slatkin model (#8) applied to insect
populations (Poethke et al. 1996b), for the Bevorton–Holt model (#5) applied
to the California gnatcatcher (*Polioptila californica*) (Akçakaya and Atwood
1997), and for the Ricker model (#6) applied to the checkerspot butterfly (*Eu-
phydryas editha*) (Harrison et al. 1991). However, it was contradicted by an
individual-based model of the territorial gecko *Oedura reticulata* (Wiegand
et al. 2002) and for the linear logistic when applied to the checkerspot but-
terfly (*E. editha*) (Harrison et al. 1991). Stacey and Taper (1992), in contrast,
reported supportive results for the linear logistic and the $\theta$-logistic model (#4a
and b) when applied to the acorn woodpecker (*M. formicivorus*). However,
they used a model code for their ‘density-independent’ model that introduced
inversely density-dependent vital rates (Middleton and Nisbet 1997).

In other PVA case studies density dependence did not influence extinction
probability (e.g., Nolet and Baveco 1996) or only marginally (e.g., Cross and
Beissinger 2001). This is usually the case if a population starts well below
carrying capacity (compare the previous section, but see *Allee effects and
extinction probability*). Also, other processes may override any effects of
density dependence and drive a population to extinction. This was the case in
a PVA model for the marsh gentian (*Gentiana pneumonanthe*) (Oostermeijer
2000), which assumed a rapid decline in habitat quality due to succession.

The effect of density dependence on persistence probability depends on
the strength of density dependence and its interaction with effects of the
growth rate, carrying capacity, and stochasticity (Sæther et al. 1998) as well
as on the function used. An increasing strength of density regulation in-
creased the difference in extinction risk to the density-independent model
in the $\theta$-logistic, the Maynard-Smith and Slatkin, and the power function
models (models #4b, 8, and 13: Stacey and Taper 1992; Middleton and Nisbet
1997; Beier 1993; Poethke et al. 1996b). The opposite was the case for the
Bevorton–Holt, Ricker, and the vacant territory occupation probability mod-
els (models #5, 6, and 25: Ferson et al. 1989; Ginzburg et al. 1990; Andersen
and Mahato 1995).

If the reproductive rate is high, mean persistence times will be much
shorter under strong compared to weak density dependence in the contest and
scramble models #7 and #11a. The opposite is the case for low reproductive
rates (Wissel et al. 1994; Stelter 1998). In contrast, there is only a small
effect of the strength of density regulation on extinction probability in the
$\theta$-logistic model (#4b) under low growth rates and under growth rates that
produce chaotic behaviour (Philippi et al. 1987).

Differences in persistence probability due to the introduction of density
dependence further decrease with increasing variance in the growth rate in
the linear logistic (#4a), $\theta$-logistic (#4b), and the Maynard-Smith and Slatkin
(#8) models (e.g., Goodman 1987a,b; Buckley and Downer 1992; Stacey
and Taper 1992; Poethke 1996a,b). These observations most likely hold
generally true for any type of density dependence, because an increasing variance decreases persistence times and thus there is less opportunity for density dependence to exert a negative or positive influence on persistence.

A further factor complicating the effects of density dependence is the use of a quasi-extinction level. For example, in fish populations the extinction probability was higher for strong density regulation than for density independence under high quasi-extinction levels, whereas the opposite was true for low quasi-extinction levels (Ginzburg et al. 1990). The same relationship occurred for single populations of terns, but neither for metapopulations of terns nor for cormorants or albatrosses (Buckley and Downer 1992). These results caution against the use of arbitrary quasi-extinction levels for conservative risk estimation.

Moreover, different approaches to model density dependence can lead to vastly differing estimates of persistence times and may even result in qualitatively different conclusions. The few comparisons of the effects of different types of density dependence on extinction probabilities currently available show inconsistent results for some models of density dependence, as described below.

Models with density-independent growth to a ceiling carrying capacity (#1) predict marginally to several orders of magnitude higher persistence times than models that use the linear (#4a) or the $\theta$-logistic (#4b) model (Richter-Dyn and Goel 1972; Leigh 1981). The difference increases with $K$ and decreases with the strength of environmental stochasticity, $\sigma$ (Wissel et al. 1994). These results are expected, since an increase in $K$ and a decrease in $\sigma$ increases the difference in opportunities for density dependence to act in the two models. Therefore, lower persistence times compared to density-independent growth to a ceiling $K$ most likely hold generally for other models of density regulation that cause a reduction of the growth rate already well below $K$ and thus keep the population consistently at lower sizes. However, the more optimistic prediction of model #1 does not hold for decreasing populations, that is, for populations with a negative growth rate (cf. Mills et al. 1996). We expect that the differences to model #1 are also small for models with weak density regulation that acts only once a population is close to carrying capacity.

Milton and Bélairs (1990) argued that populations in which density regulation produces a hump with a tail when $N_{t+1}$ is plotted against $N_t$, such as model #16, have a lower risk of extinction than populations whose density regulation produces only one extremum, such as the linear logistic (#4a). This issue needs further exploration across a range of those model parameters that interact in determining extinction probability, such as growth rate, strength of environmental stochasticity, and strength of density dependence. For example, Gabriel and Bürger (1992) showed for models #4b, 7, and 18 that
the difference among model predictions depended on the growth rate and the strength of demographic stochasticity. Furthermore, the strength of density dependence changed the relationship between growth rate and mean time to extinction among and within models.

When comparing the Ricker equation (9) and the double exponential model (10) applied to red kangaroos (Macropus rufus) with and without harvest, McCarthy (1996b) obtained similar extinction risks for both models. Likewise, the Ricker (6) and the linear logistic (4a) model of density regulation gave similar quasi-extinction profiles for the Serengeti wildebeest (Connochaetes taurinus) (Pascual et al. 1997). These profiles were much higher than those resulting from the use of the Beverton–Holt (5) and the Michaelis–Menten (14) form of density regulation. However, Harrison et al. (1991) and Burgman et al. (1993) reported strikingly different results when contrasting the Ricker (6) and the linear logistic (4a) model for the checker-spot butterfly (E. editha) and the white-toothed shrew (Crocidura russula), respectively. In both cases, the former model predicted a low risk of extinction, whereas the latter predicted a high risk. Furthermore, though the Beverton–Holt (5) and the Michaelis–Menten (14) model gave similar predictions for the case of non-harvest of the Serengeti wildebeest, the former model resulted in a comparably much higher increase of quasi-extinction probabilities when 6% annual harvest was included. In contrast to these two models, the linear logistic and the Ricker model suggested only minor changes in extinction probability with harvest in C. taurinus (Pascual et al. 1997) and in E. editha (Harrison et al. 1991), respectively. This peculiar result arises because harvest reduces the likelihood of occurrence of extremely high populations and thereby mitigates overcompensatory population crashes that are characteristic of the logistic and Ricker model of density dependence. We expect similar results for other models that can show overcompensatory population crashes.

To summarise, the strength of environmental variability, the growth rate, the strength of density dependence as well as the quasi-extinction level used and, for some models, the starting conditions all interact in determining extinction probability such that excluding density dependence from a PVA model may cause an increase, decrease, or no change in extinction probability compared with models that include density dependence. Furthermore, different types of density dependence may not only produce vast differences in quantitative predictions but may also lead to qualitatively different ones. Disturbingly, differences among two types of density regulation are inconsistent. Thus, PVA case studies lacking extremely good data must investigate a series of scenarios of density dependence appropriate to the species under investigation in order to understand the role of density dependence and to select an appropriate model in the case investigated (cf. Pascual et al. 1997).
Allee effects and extinction probability

Comparably few theoretical treatments have addressed an Allee effect in the study of population extinction (e.g., Lande 1987; Dennis 1989a; Stephan and Wissel 1994; Wissel et al. 1994). These studies observed the existence of an extinction threshold – called ‘critical density’ \( N_c \) by Dennis (1989a). Above \( N_c \), populations grow fast towards \( K \). Below \( N_c \), \( r \) will become negative and populations decline rapidly to extinction. In the latter case increasing \( K \) might be a futile conservation strategy for an endangered species. Indeed, \( N_c \) even increased with \( K \) in a spatially explicit territorial model of the wall lizard (\( Podarcis muralis \)) (Hildenbrandt et al. 1995). The transition between densities that cause high extinction risks due to an Allee effect and densities that allow high probability of viability was narrower for high compared to low \( K \) (Bender 1999). Even very low immigration rates (0.5 individuals/year) can lower \( N_c \) and increase the probability of persistence (Hildenbrandt et al. 1995). Once a population is beyond \( N_c \), the probability of establishment (growth to \( K \)) is high except under high environmental variability or low maximum growth rates (Stephan and Wissel 1994; Wissel et al. 1994).

The theoretical results discussed above also explain discrepancies in the relative importance of an Allee effect between PVA case studies on small, introduced populations and those on established populations. Burgman et al. (1994) and Legendre (1999) obtained a large increase in extinction risk in small populations of Leadbeater’s possum (\( G. \) leadbeateri) and re-introduced bird populations, respectively, when including an Allee effect (models #20 and #21, respectively). In contrast, the extinction probability of an established isolated black-footed ferret (\( Mustela nigripes \)) population was unaltered by the inclusion of an Allee effect (model #3) (Harris et al. 1989). Likewise, Wiegand et al. (2002) found that the Allee effect made only a small contribution to extinction probability in a spatially explicit model of large gecko populations. They explained this result by suggesting that the Allee effect comes into play only after a population has drifted to low densities, at which extinction risk is already high without density effects.

The influence of an Allee effect on persistence probability also depends on the growth rate. The probability of establishment once the population is above the critical size is smaller for low than for high growth rates (Wissel et al. 1994). For example, in a model of the helmeted honeyeater (\( Lichenostomus melanops cassidix \)), an Allee effect caused by limited availability of mates (model #20) considerably reduced persistence probability after adjusting demographic parameters downward such that the finite rate of growth \( \lambda = 1 \) (McCarthy et al. 1994).

In conclusion, Allee effects should always be considered if populations start from low numbers such as in re-introduction programs, but it may or may not matter for organisms with a low growth rate whose populations are
well below $K$ but above $N_c$. In any case, the Allee effect has only a minor influence on mean persistence time for large established populations.

**Stage-specific differences in density regulation**

A considerable number of animal species develop through stages with strikingly different ecologies. It is very likely that such stages show different types of density regulation (Dempster 1983; Duellman and Trueb 1986). Though some spatially explicit individual-based age-structured population models incorporate differences in density dependence for adults and subadults (e.g., Beier 1993; Hildenbrandt et al. 1995; Letcher et al. 1998; Wiegand et al. 2001, 2002), we have found only one study in which the effects of differences in density regulation during different life stages on persistence probability are explicitly analysed (Stelter 1997, 1998). Stelter’s (1997, 1998) model of butterfly populations included density regulation among caterpillars caused by food plants leading to an increase in mortality, a decreased body condition, and a reduced fecundity after having metamorphosed into female butterflies. The model also included density regulation in female butterflies in the form of a reduced fecundity and increased probability of emigration.

Stelter (1997, 1998) used an unusual form of density regulation (model #11) which includes a sudden jump of per capita effects on demographic parameters just above a threshold value where density starts to act. Biologically, this is not the most plausible form of density regulation but his analyses do provide an important lesson. Effects of density regulation in the caterpillar and butterfly stages on population persistence can exhibit complex interactions. For example, there was compensation between density effects on females and those on caterpillars such that mean time to extinction was maximal at an intermediate threshold level for density effects on females. This results in a paradox for the management of butterfly populations: an increase of female resources (improved habitat quality) will compromise the viability of a population due to stronger density driven fluctuations in caterpillar numbers. The compensatory effect leading to the paradox vanishes if density effects on caterpillars do not transcend to fecundity in the adult stage of females. Under weaker (contest-like) competition ($\alpha \leq 1.5$), persistence reached a maximum if resources were limiting both for females and for caterpillars. The stage for which there is strongest (scramble-like; $\alpha$ largest) competition most strongly reduced mean time to extinction and thus its resources should be largest to maximise persistence.

Stelter (1998) further analysed the effects of differences in density-dependent mortality of early and late stages of caterpillars. In this model competition among females was absent and female fecundity was affected by density only when older larval stages were concerned. He demonstrated that if both larval stages show the same strength of density dependence,
then only the rarer resource needs to be accounted for. However, weak (con-
test) competition among young caterpillars can buffer fluctuations caused by
strong (scramble) competition among older caterpillars and thus considerably
increase mean persistence time.

Metapopulations

Very little is known about the effects of density dependence on the persistence
of metapopulations. Contrary to what one may expect, the effects of density
regulation in single populations on persistence probability do not simply carry
over to metapopulations. The introduction of density dependence often shows
opposite effects for isolated populations compared to metapopulations. In
density-independent models with only demographic stochasticity (Järvinen
1982) there is no difference between a single population and a metapopula-
tion because the fate of individuals is independent of their compatriots and
thus they might as well be isolated from each other. Under the linear logistic
model of density dependence, however, survival will be better for a single
population than for a metapopulation of the same total size (Burkey 1989).
This is caused by a portion of subpopulations being near their local growth
limits and experiencing little or no growth, while the total population is still
well below its carrying capacity.

When environmental stochasticity is introduced, metapopulations slightly
or considerably outperform single populations (Buckley and Downer 1992;
Frank et al. 1994). However, in models of seabirds, the introduction of lo-
gistic density dependence in dispersal, survival, and reproduction (model #4)
eliminated (albatrosses and cormorants) or decreased (terns) the advantage
in persistence chance of metapopulations compared to single populations
(Buckley and Downer 1992). This was caused by a marginally (albatrosses
and cormorants) or dramatically (terns) increased probability of extinction of
metapopulations under density dependence.

In contrast to the above situations in which the introduction of density
dependence increased the probability of extinction of metapopulations, den-
sity dependence has the opposite effect in the logistic model (#4) when the
growth rate is high enough to produce chaos. Although low densities lead to
more frequent extinctions at the local level, the decorrelating effect of chaotic
oscillations reduces the degree of synchrony among subpopulations, allows
effective recolonisation and thus reduces the likelihood that all are simulta-
neously extinguished (Allen et al. 1993). The survival advantage is caused
by the desynchronisation of the dynamics of subpopulations that allow re-
colonisation of frequently extinct subpopulations. The protection afforded by
chaos fails under low level of environmental stochasticity in the reproductive
rate or if the migration rate is high.
The spatial structure of metapopulations by itself can modify and cause density effects. The relative size and degree of connectedness determines the relative influence of a subpopulation on metapopulation persistence (e.g., Frank and Wissel 1998; Frank 2004 (this issue)). Therefore density regulation in ‘important’ subpopulations should be more consequential for metapopulation survival than in less important subpopulations. Furthermore, clusters of close subpopulations do form density attractors concentrating individuals within them while releasing individuals more rarely to more isolated peripheral subpopulations (Gruber, in preparation) unless density-dependent dispersal balances this spatial position effect. These interactions of spatial structure with density regulation have not yet received any attention in the metapopulation literature.

It is well known that dispersal is density-dependent in a wide range of animals (reviewed by, e.g., Dobson 1982; Lomnicki 1988; Hansson 1991). However, only very limited information is available about the effects of density-dependent dispersal on metapopulation persistence. Neither Reddingius and den Boer (1970) (model #28 for emigration, model #29 for immigration) nor Stelter (1997, 1998) (model #11b for emigration) observed any marked effects of density dependence in dispersal on metapopulation persistence of beetles or butterflies, respectively. In contrast, Amarasekare (1998) showed that an Allee-like effect of a reduced colonisation probability at low patch occupancy in a modified Levins’ (1969) metapopulation model increased the threshold fraction of occupied patches below which the metapopulation goes extinct. However, it is not clear why colonisation probability of an empty patch should be reduced beyond the effect caused by the lower availability of dispersing individuals if fewer patches are occupied. In any case, it remains to be explored how Allee effects in subpopulations translate into an effect on extinction probability of the metapopulation.

Density regulation by spatial structuring

Exclusive territories, individual spacing behaviour together with limited dispersal power are major mechanisms for density regulation in many animal populations (e.g., Lomnicki 1988; Hansson 1991; Letcher et al. 1998). Models #24 and #25 are based on such effects and, with recent advances in simulation techniques, individual-based models are increasingly developed to explore the relationship between an explicit spatial structure, density-dependent dispersal, and extinction probability.

Lande (1987, 1988) developed such a model for the survival of the spotted owl (Strix occidentalis caurina) in fragmented landscapes that was increasingly refined by Doak (1989), Lamberson et al. (1992, 1994), Carroll and Lamberson (1993), and McKelvey et al. (1993). In these models, unmated
owls move from site to site until they find an empty territory or a territory occupied by a single of the opposite sex. There is a maximum number of sites that a dispersing owl can explore before it dies, thus making dispersal dependent on population structure and density. The model produces an extinction threshold, that is, a minimum percentage of landscape that must be suitable to allow population persistence (Lande 1987). This threshold decreased with search efficiency – an increasing search efficiency means that density starts to come into play only at increasingly high levels. In the limiting case in which individuals can search all sites, the threshold vanishes.

The inclusion of survival costs for each dispersal attempt within or among clusters of suitable habitat did not alter the qualitative results (Carroll and Lamberson 1993; McKelvey et al. 1993; Lamberson et al. 1994). Size of habitat clusters, the percentage of suitable sites per cluster, the total number of searches (3–20), and its interaction with cluster sites were significantly lower for extinct than for persisting model populations. Persisting populations also had significantly lower dispersal costs than populations that went extinct (Lamberson et al. 1994). Owls had a higher persistence chance in clustered habitats than in randomly distributed habitats (McKelvey et al. 1993). Furthermore, clusters with a low ratio of edge to area reduced extinction risk compared to continuous clusters of identical area but with varying degree of irregularity. McKelvey et al. (1993) explained the effects of habitat clustering with the difficulty of finding mates in a highly fragmented landscape. This difficulty will make positive growth rates at low density unlikely (an Allee effect). Qualitatively similar beneficial effects of habitat clustering were obtained for the red-cockaded woodpecker (Picoides borealis) by Letcher et al. (1998) with a spatially explicit model that allowed density-dependent changes in territory size.

The effect of habitat clustering, however, depends on net lifetime reproductive success \( R_0 \), dispersal strategy, and dispersal power (With and King 1999). For species with limited reproductive output \( R_0 = 1.01 \) extinction thresholds occurred sooner in clumped landscapes than in random landscapes – like for the spotted owl and the red-cockaded woodpecker – save for the most clumped landscapes, whereas they occurred increasingly later with the degree of contagion for species with high reproductive output \( R_0 > 1.1 \) and low search efficiency. Increasing net lifetime reproductive success \( R_0 \) reduced the extinction threshold and it vanished even in highly fragmented landscapes when combined with moderate search efficiency (numbers of dispersal attempts in the order of 10–20).

The effect of density dependence on persistence probability caused by spatial structure vanishes not only when search efficiency exceeds the scale of habitat fragmentation. The same holds for very low dispersal that happens on a scale much finer than that of habitat fragmentation, as in the hermaphroditic
snail *Trochoidea geyeri*. In this case, persistence time was also independent of habitat geometry and carrying capacity but grew rapidly with neighbourhood size (Pfenninger and Bahl 1997).

The models discussed so far assumed homogeneous habitat quality. Whereas an effect of spatial structure may or may not be present in these models depending on reproductive potential and dispersal, spatial structure seems to matter always in the presence of differences in habitat quality. McKelvey et al. (1993) suggested that marginal habitat surrounding suitable habitat will make (spotted owl) populations more extinction prone in spite of an increased mean population size, because juveniles settle in these marginal habitats instead of continuing to search for optimal habitat. A spatially explicit model of Bachman’s sparrow (*Aimophila aestivalis*) supports this hypothesis. Persistence probability increased (marginally, but only 22 simulations were run) when only high quality habitat was selected for settlement (Pulliam et al. 1992). Nonetheless, even sink populations that cannot persist independently for much more than 10 years may show a considerable rescue effect for the source population (spatially explicit model for the grasshopper *Stenobothrus lineatus*; Samietz et al. 1996).

Results again change if the suitability of habitat patches does not remain constant. If two habitats have the same average quality but are marginal, respectively, optimal in different years, habitat heterogeneity can improve the survival chances of populations (Krug et al. 1996). Again, the effect of spatial structure of habitat quality on population persistence depends on the occupancy strategy used. A beneficial effect of habitat heterogeneity can be seen if individuals establish territories in the second habitat only once the first (preferred) habitat is completely filled or if settlement is equally likely in both habitats. No such effect was obtained when the chance to occupy a territory in the second habitat linearly increases with occupation density in the preferred habitat.

The models discussed above removed a spatial effect by changing movement into a scale that no longer matched the scale of habitat structure. However, this procedure concomitantly reduces mortality so that the effects of density and those of changes in vital rates are confounded to some degree. In contrast, Wiegand et al. (2002) maintained matching of scale when testing the effects of spatial structure on extinction probability for the territorial gecko *O. reticulata*. Instead, they removed the mortality costs of movement and adjusted total mortality such that it was equivalent in the spatial and the non-spatial model. In the spatially explicit model, the search for empty territories led to an increase in mortality, pushing down population size. Stochasticity caused the population trajectories to reach even lower levels, resulting in considerably lower persistence time than in the non-spatial model without density dependence.
In summary, the effects on extinction probability of density dependence caused by spatial structure depend on reproductive potential, search efficiency, occupation strategy for empty territories, landscape pattern, fragmentation scale, and habitat quality. Furthermore, there are interactions among these factors. These effects vanish if dispersal happens on a scale much finer or much coarser than that of habitat structure.

Discussion

How to deal with density dependence in PVAs?

Should density dependence be included in PVA models and, if so, how? Since all models are wrong, scientists should be concerned with what is importantly wrong (Box 1976). Of critical importance is the robustness of models to departures from assumptions (Vucetich and Creel 1999). Contrary to previous suggestions (e.g., Ginzburg et al. 1990), the assumption of density independence does not always result in pessimistic predictions about population persistence. Whether models without density dependence are conservative depends on the biological details of the species under consideration, particularly the growth rate, the type and strength of density dependence assumed, the strength of environmental variation, the quasi-extinction level used, and, in some models, the initial conditions. In addition, these factors may interact in determining extinction risks. Spatially explicit models further show that reproductive output, search efficiency and occupation strategy, habitat structure and quality, and the relative scales of habitat structure and dispersal can all have important influences on spatially mediated density effects on population persistence. Moreover, density effects in single populations do not simply carry over to metapopulations. Indeed, they may act in opposite directions. Finally, there can be complex interactions of density regulation in different life-stages of a species.

Because of the potential for widely divergent quantitative and qualitative predictions, how density regulation is to be modelled in PVAs is a crucial issue. Models with density-independent growth to a ceiling carrying capacity tend to produce optimistic predictions compared to most other possibilities of density regulation, but this is not invariably the case. Similarly, high environmental variability tends to decrease the influence of density dependence on extinction probability, but does not remove it completely. When populations start at low numbers, modelling the Allee effect is crucial. The lower the population growth rate the more important is its inclusion. In contrast, if populations start at high numbers, the type of density regulation assumed at high density mainly determines the probability of extinction, and the Allee
effect has only a mild influence (e.g., Wiegand et al. 2002). Judged by the few analyses available, density effects seem to operate in opposing directions in single populations compared to metapopulations. However, this hypothesis needs testing with systematic comparisons.

We also noticed an interesting opposing trend between models that use a mathematical function for density dependence and spatially explicit models. Whereas density independence tends to result in pessimistic predictions in the former, the opposite tends to be the case in the latter. Similarly, the former seem to predict no important effects of density-dependent dispersal on metapopulation survival, the latter show that dispersal crucially interacts with density dependence on determining persistence. Unfortunately, there are no standardised comparisons available for the same species. Therefore, it is not possible to evaluate whether this tendency results from the different approaches to modelling density dependence or from the different types of organisms involved. It could be highly instructive for the understanding of density processes and for the application of PVAs to set up a series of spatially explicit population models, analyse the distribution of population persistence, fit various functions of density dependence to randomly selected population trajectories, and then compare the ability of these different density models to predict persistence adequately.

So how to proceed in a PVA without such knowledge? First, biological knowledge should be carefully screened to identify likely, and to discard unlikely types of density regulation. For example, empirical data provided by Fowler (1981) and Stubbs (1977) indicate that most density-dependent change occurs close to carrying capacity for species with low reproductive rates, long life expectancy, and with populations that are mainly limited by resources. In contrast, species with high reproductive potential, short life-span, and with populations frequently below the limits of environmental resources exhibit most density-dependent change at low population levels. Thus, for the former type of species, functions of density dependence with a strong per capita change at high population size may be adequate whereas functions with a strong per capita change at low density may be more suitable for the latter group of organisms.

Second, statistical methods should be used to identify biologically possible types of density regulation that do not fit the data well. Unfortunately, as yet no test exists to discriminate between different forms of density regulation. Indeed, it has been difficult to demonstrate the presence of any type of density regulation (Gaston and Lawton 1987; Pollard et al. 1987; Burgman et al. 1993; but see Dennis and Taper 1994). So far, alternatives are usually chosen because of familiarity with a particular equation or availability of software (Burgman et al. 1993). One ad hoc approach is the selection of the model that explains most of the variance of the data when fitted with non-
linear regression (e.g., Bellows 1981; Eberhardt 1987). However, this is not a satisfactory approach and may easily lead to the selection of inadequate models (Burgman et al. 1993). Modern model selection approaches based on information theory do not seem to be helpful either, since all functions of density regulation contain similar numbers of parameters (cf. Pascual et al. 1997). At least a robust method is now available to identify the dimension of density dependence in time series analyses (Berryman and Turchin 2001), but this will help only to differentiate between a small number of possible models.

Groom and Pascual (1997) suggested comparisons among multiple models to obtain best possible portraits of future outcomes of a management strategy or a particular disturbance. However, given the wide range of possible effects of density regulation on persistence, an objective method for limiting the number of plausible alternatives is important. For example, a comparison of as wide a range of model output as possible with existing data that were not part of the model input may allow a further rejection of some models and increase confidence in the model chosen for inferences (Wiegand et al. 1998, 2004 (this issue)). The consequences of pessimistic versus optimistic predictions may further help in model selection.

In the absence of hard field data it is difficult to achieve a realistic representation of density dependence in spatially unstructured models. An alternative may be to account for density dependence by modelling individual behaviour in spatially structured models. In many cases the most natural way to model density dependence of territorial species will be by imitating the effects of the inherent causes of density dependence, that is, the spatial structure of populations (cf. McKelvey et al. 1993; Hildenbrandt et al. 1995; Letcher et al. 1998; Wiegand et al. 2002). Particularly in the case of sparse data the explicit consideration of spatial population structure has the following advantages. If data are scarce, it is important to make use of structural knowledge that cannot be easily incorporated into more abstract models (Wiegand et al. 2004 (this issue)). This requires the matching of the model scale to the scale of population structure. With similar model and observational scale, one can use secondary model predictions to test whether the model rules are plausible. For example, one might look at patterns such as the number of occupied territories as a function of population size (density) (Wiegand et al. 2002).

Where to from here?

Further systematic comparisons of the effects of different types of density regulation on persistence probability are of considerable importance to establish better guidelines for when and which form of density dependence should be included in a PVA. Systematic comparisons are particularly needed across
a range of density functions and life history strategies using complete extinction as a currency. Furthermore, the effect of density dependence on metapopulation persistence and the complex interactions of density regulation in different stages have hardly been touched. Likewise, very few comparisons of spatially explicit to non-spatial models exist. It is non-trivial to design the models in such a way that they are really comparable (Wiegand et al. 2002), and this has not yet been resolved for any functional representation of density dependence. Also, testing the robustness of predictions from spatially explicit models to deviations from assumptions about individual behaviour (and landscape structure) is still in its infancy (Reed 1999, but see Wiegand et al. 2004 (this issue)).

Although they require considerable effort, carefully planned field experiments to elucidate the relationships of vital rates with density are of paramount importance. Advances in field methods and in statistical methods are also required. Given that most PVAs include a ceiling carrying capacity in their model assumptions, it is of considerable relevance to have reliable methods for estimating carrying capacity. Most frequently, the highest observed population size is used as an estimate of carrying capacity (e.g., Ferrière et al. 1996). Reed et al. (1998) estimated the carrying capacity of a metapopulation as the sum of the maximum sizes of the discrete subpopulations observed at any time. This almost certainly is an overestimate, since in equilibrium metapopulations some suitable patches are always unoccupied (Hanski 1991). An alternative to the use of observed population sizes is to estimate carrying capacity in units of ‘lots’ (smallest patch sizes that are able to support an individual) and modelling the occupancy of empty ‘lots’ by floaters and territorial neighbours from observational data of contests (Hildenbrandt et al. 1995; McCarthy 1996a). The resulting distribution of the number of ‘lots’ occupied by an individual can be transformed into a carrying capacity in terms of territorial individuals. None of these approaches accounts for (stochastic) fluctuations in carrying capacity and little is known about the reliability of any of the methods used so far to estimate carrying capacity. Brook et al. (1997) showed for the Lord Howe Island woodhen (T. sylvestris) that estimates of carrying capacity based on habitat size alone were incorrect since habitat requirements were inadequately known. They assumed that for many endangered species the same applies and concluded that care must be taken to estimate carrying capacity from habitat size alone (see also Vos et al. 2001). Further research on this topic is urgently required.

Statistical analyses should address the question of how different sources of data are best combined to increase our ability to not only detect density dependence but to select among alternative models. It may be fruitful to explore the joint development of models and statistical methods that can be used to test model forecasts with smaller sets of time series (cf. Dennis et al.
Such analyses may ultimately allow the development of guidelines for field biologists to optimise their sampling strategies. Combined efforts to advance statistical methods, field sampling, and modelling will improve considerably the decision making basis for selecting PVA approaches that will ensure robust management strategies for the world’s highly endangered species.
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Appendix A. Biological assumptions of and relationships among mathematical functions of density dependence used in extinction models

Description of density dependence by a mathematical function is achieved by making the population growth rate \( r \) or \( \lambda \) a function of density. The most common way to achieve this is by using a term that is a function of density, \( f(N) \), as a multiplier for the population growth rate. In this case, time continuous (TC) models are of the form \( \frac{\partial N}{\partial t} = f(N) r N + \sigma N \partial W \), with the second term describing stochastic noise, and time discrete models (TD) take the form \( N_{t+1} = f(N) \lambda_t N_t \). In TD models, stochasticity often is introduced by replacing the shape parameters of the density terms by an environmental variable such as rainfall.

The growth rate can be decomposed into its components: birth rate \( b \), death rate \( d \), immigration rate \( i \) and emigration rate \( e \), that is, \( r = b + i - d - e \) in the TC case and \( \lambda_t = (1 + b_t + i_t - d_t - e_t) \) in the TD case. The term \( f(N) \) can be used as a multiplier to each or only some of these demographic parameters. Furthermore, different terms may be used for different demographic rates and only some classes within a population may be affected by or control the feedback mechanism.

Instead of using multiplicative terms, TD models may use terms that are added to a baseline value of a demographic parameter, usually its value for
a population size close to zero or carrying capacity $K$. For the purpose of this review, we converted published additive terms into multipliers to allow a consistent representation of the term $f(N)$ in Table 1. Please note that different constraints of the shape parameters of the density terms may be necessary depending on the demographic parameter to which they are multiplied and transformations may be necessary if applied to different demographic parameters, for example, to death rates instead of survival rates. The density-dependent terms also can be used in individual-based models by interpreting them as probabilities, for example, as the probability of survival of an individual.

The simplest model of density regulation is a ceiling $K$ (model #1 in Table 1) that functions as an upper boundary for population size. Under this model, populations grow without density regulation until they reach $K$, where growth stops (Leigh 1981; Caughley and Sinclair 1994). The model assumes that there are no reproductive or survival costs associated with finding or competing for the limiting resource until $K$ is reached. Biologically, this is an unlikely assumption, although it may be approximated in some populations that are limited only by a non-consumable resource such as nest sites.

A ceiling carrying capacity may affect only the number of reproducing females in a population through the limited availability of sites for reproduction (e.g., nesting sites). In this case, surplus individuals may join a pool of floaters (e.g., Lamberson et al. 1992; Beier 1993; Hildenbrandt et al. 1995) instead of dying or emigrating. Model #2 extends model #1 to allow some female floaters to reproduce.

Another straightforward extension of model #1 assumes that survival, reproduction, or growth rate will decrease in a stepwise fashion at specific values of density (model #3). In the general case of this extension, population size can grow to infinity. However, an upper boundary is retrieved by setting the survival rate zero for surplus individuals when a specified density value beyond $K + \epsilon$ is reached. Model #3 can account also for an Allee effect if survival, birth, or growth rates are reduced instead of increased at low density. Strictly speaking, the biological assumption of a stepwise change in reproduction, survival, or growth rate is unrealistic, but the model may be a reasonable approximation to a steep sigmoidal change of density effects over a limited range of population sizes (cf. Harris et al. 1989).

A more realistic assumption than a stepwise change is a continuous change of survival, reproduction, population growth, and/or emigration with density. Most of the remaining models (#4–28) assume such continuous changes at least across certain ranges of density. These models use the carrying capacity $K$ as a descriptor of equilibrium population size and not as a ceiling boundary.

Several of these models (#4–8) are generalisations of the logistic growth model first introduced by Verhulst (1838). In the basic logistic growth model
(model #4a), the per capita growth rate is a linearly declining function of population size. Therefore, it is often referred to as the linear logistic or linear density regulation model. Density regulation is symmetric, that is, the relative importances of density regulation at high and low densities are equal. In a generalised form (model #4b), the $\theta$-logistic, the parameter $\theta$ specifies the relative importance of density regulation at high versus low densities and the strength of density regulation. Density regulation decreases in strength with increasing $\theta$ and its importance shifts more towards regulation at high densities. Model #4c is a further generalisation that allows a scaling of density effects.

The $\theta$-logistic is generally used in cases where the linear logistic model does not fit the data well (e.g., Eberhardt 1987; Stacey and Taper 1992). This is particularly often the case for insect populations (Dempster 1983). The linear logistic model is strictly applicable only in the special case when a population’s limiting resources are produced at a rate independent of the number of individuals using it (Dennis 1978; Caughley and Sinclair 1994). It is sometimes assumed that the linear logistic may provide a suitable approximation to many unspecified growth models (Dennis and Patil 1984). However, the striking differences that different types of density regulation may exert on population viability warn against using such an assumption in the modelling of extinction processes. In any case, the model is not suitable for species whose densities are regulated by successful dispersal to empty territories (Noon and McKelvey 1996). Model #24 may be suitable in this case; notwithstanding, the $\theta$-logistic may still be applicable to those species whose territories are of variable quality, are compressible, or if there is a cost to territory defence (Stacey and Taper 1992).

Models #5–8 are descendants of a generalised time discrete logistic growth model. Models #5 (the Beverton–Holt model) and #6 (the Ricker model) are widely used biologically. They relate total reproductive effort to reproductive success such that after a peak of success additional effort is actually counter-productive and causes a decrease in reproductive success. The Beverton–Holt model always results in contest competition, whereas the Ricker model represents scramble competition. In contest competition, resources are partitioned so that an individual obtains a parcel necessary for survival, or not. Contest competition models may be useful for species in which the survival of young is limited by the number of territories or the number of nesting sites so that a more or less fixed number of young will be recruited irrespective of the number of young produced. If, in contrast, resources are shared more or less equally among all members of the population, scramble competition results. Under scramble competition, not all resources available contribute to population growth since some are won by individuals that do not survive. Scramble competition can result in overcompensatory population crashes; that is, if
some initial density is exceeded, fewer and fewer individuals in a population survive because the share becomes smaller and smaller.

Models #7 and #8 are different generalisations of the Beverton–Holt model. Both models assume that the strongest per capita effect of density occurs at low density. With increasing strength of density dependence (\( \beta \)), the models shift along the continuum from contest towards scramble competition. Model #8 has a very flexible shape and Bellows (1981) showed that this model is better able to describe a wide range of data than a set of alternative models tested, including model #5. It should be kept in mind that, as shown by Burgman et al. (1993), a density regulation model with a better fit does not necessarily mean that such a model is more suitable for predicting changes in population size. This can happen because the census data are too short to extract the underlying density regulation correctly.

Model #9 is known as the Ricker equation because of its similarity with the Ricker model of recruitment (model #6). Instead of a reflecting boundary at carrying capacity, this model uses an exponentially decreasing population growth at high densities. The behaviour of this model is very similar to the TD Verhulst model: the first-order Taylor series expansion of the exponential function in this model yields the Verhulst model for \( a_1 = r/K \).

Model #10, a modification of model #9, is derived from the theory of ratio-dependent consumer–resource interaction (Arditi and Ginzburg 1989) relating population growth to the ratio of the environmental variable \( g \) and population size. Density effects usually are slightly weaker than in model #9.

Another contest–scramble competition model is #11 (Stelter 1998). It is based on a power function and assumes that density effects come into play only above a threshold value of population size \( (N_\text{tr}) \). At this threshold value the per capita effects of density are highest and then decrease with density as in the classical contest–scramble model. Whereas it may be biologically reasonable that density effects appear only above a threshold value, it is very unlikely that the per capita effects are suddenly very strong and then decrease again.

Drechsler et al. (1998) suggested another threshold contest–scramble model (#12). In this model contest competition comes into play at \( K \) and reduces mortality such that \( K \) is a ceiling limit. Additionally, scramble competition sets in above a threshold value of population size but less abruptly than in model #11.

Beier (1993) introduced another power function (model #13) to model density effects on survival, with survival being constrained between fixed maximum and minimum values. The function was chosen for its computational simplicity. The biological implication of the function is a rapidly declining survival with increasing density at low densities and a slow
approach to the minimum survival rate, which is reached at a population size beyond carrying capacity.

The next four functions have been used in PVAs also mainly because of their flexibility. Model #14 relates the density-dependent demographic parameter to the ratio of the environmental parameter \( k \) (e.g., rainfall) and population size (cf. Pascual et al. 1997), as is the case in model #10. Model #14 can display a wide range of behaviours. If the shape parameter \( i = 0 \), the function passes through the origin, becoming the Michaelis–Menten equation. By constraining the remaining shape parameters as well, the model can be converted into the Beverton–Holt model. The model further includes density independence (for \( j = 0 \)).

Models #15 and #16 allow a flexible modelling of a sigmoidal change in demographic parameters with density. Models #15a and #15b have been suggested independently, but model #15b is a special case of model #15a. In model #15a, the density effects are scaled by \( m \) and the curve is shifted upwards by \( q \) compared to model #15b. In model #15a, the exponent \( x \) is +1 and −1 depending on whether the demographic rate increases (e.g., mortality) or decreases (e.g., reproduction), respectively, with density. The parameters in these two models may be re-scaled such that \( N \) is replaced by \( N/K \). Model #16 shows similar properties as model #15a and has been used instead of model #15a because it is better suited for analytical studies.

The fourth-order polynomial (model #17a) allows a close fit to most plausible density dependence curves. Both positive and negative (Allee effect) responses, or more complex relationships can be modelled (Lacy 1993) but there is no underlying biological process assumed that produces a fourth-order polynomial relationship of demographic parameters with density. Quadratic functions (model #17b: e.g., Nolet and Baveco 1996), linear regression models (#17c: e.g., Shaffer 1983), or the use of a constant multiplier (model #17d) are special cases of model #17a. These special cases are also used mainly because of mathematical convenience. Sometimes different functions are applied to particular ranges of density.

The next model (#18) has been introduced mainly for theoretical reasons with assumptions that are unlikely for the majority of (endangered) species. In this type of density regulation overshooting of the carrying capacity can occur and is followed by a crash to extinction.

The models of density dependence discussed so far assume that increasing density will result in decreased survival or reproduction. However, it is well known that at low density the effects may be reversed and survival or reproduction will decline with decreasing density. This Allee effect has been observed in many taxa (reviewed, e.g., by Allee et al. 1949; Dennis 1989a). Many functions have been used to describe an Allee effect (Jacobs 1984; Dennis 1989a; McCarthy 1997) and eight (#19–27) of them in the context of modelling population extinction. As an alternative, Swart and Lawes (1996)
treated the occurrence of the Allee effect probabilistically by specifying a probability value that very small troops will go extinct. Furthermore, the inclusion of inbreeding effects in extinction models could be considered as a kind of Allee effect (cf. Burgman and Lamont 1992; Lacy 1993; McCarthy 1996a); however, genetic effects are not considered in this review.

The Allee effect has been modelled mainly for reproduction, most frequently using various assumptions on the mating system and encounter probabilities of individuals. If the mating system is promiscuous and the reproductive rate increases with the encounter rate, models #19 or #20 result. Whereas model #19 assumes that all females have the same effective search area (= area searched × proportion of males in the population), model #20 results if the effective search area varies among females.

In contrast to the two previous models, model #21 assumes that search area is not limited and that the number of reproducing females depends only on the number of available males. In a monogamous mating system $B = 1$, whereas in polygamous species $B$ is the average harem size. The competition coefficient $A$ in the model accounts for females remaining unpaired for any reason in the presence of unpaired males. Note that the expected percentage of females breeding increases with density in this model. Model #22 assumes that monogamy is the result of matching male and female territories (instead of pair bonding) and that males expand their territories when some male territories are unoccupied. In this model, a larger percentage of females breed than under model #21. Model #23 is a male limited model developed for exploited harem species in which hunters harvest males preferentially, leading to a disturbance of the natural mating system. It assumes that juvenile survivorship or female fecundity decline as a linear function of the degree of disturbance of the natural sex ratio.

Model #24 has been used for modelling the mating probability of a particular female in a polygamous mating system and for the probability of successful dispersal to a suitable empty territory. It assumes that individuals search a number of sites for unoccupied territories or territories with a suitable partner. Individuals that fail to find a suitable territory perish. Likewise, individuals that do not encounter a mate have no mating success. Implicitly, the model also assumes that there are no other costs involved with searching for territories or mates. Consequently, survival during dispersal or mating success increase with the percentage of sites that are suitable or occupied by a single of the opposite sex. Likewise, dispersal survival and mating success increase with search efficiency (the number of sites searched). If applied to non-territorial species, the number of sites searched is replaced by the number of adult males and the ratio of suitable available to total sites is replaced by the probability that a particular female finds a particular male.

Whereas the previous model takes the perspective of a searching individual, model #25 addresses the probability that a vacant nesting site will
become occupied. Please note that here the dynamics of site occupation is modelled instead of the demography of the population. The model allows a rapid increase of colonisation with density at either low or high density depending on the exponent ($\phi$). No other biological or mathematical justification for the model was presented.

The co-operation model of Jacobs (1984) (model #26) assumes that there is a minimal growth rate at very small population sizes, $r_0$, that may be positive or negative. Co-operation in the widest sense, that is, any increase in natality or survival by virtue of the interaction of two or more individuals, increases this minimal growth rate. The magnitude of this increase depends on the efficiency of co-operation, $C$, and an index of sociality, $D$. Asymptotically, the product $CD$ is the maximum per capita growth rate. The model does not make any assumption about encounter probabilities, though mathematically it is similar to, but not a generalisation of, model #20.

Model #27, the VORTEX model of breeding probability, combines the rectangular hyperbolic model of an Allee effect (model #20) with the generalised $\theta$-logistic model (model #4c with $f = (P_0 - P_K)/P_0$) applied to breeding probability. In this model, the breeding probability of females varies between a maximum of $P_0 \leq 1$ when population size is close to 0 and a minimum of $P_K \geq 0$ when the breeding size is at carrying capacity.

The final two models have been suggested for density-dependent emigration, respectively, immigration. (In addition, model #11b and a threshold density for dispersal with no dispersal below and density-independent dispersal beyond the threshold have been suggested.) Though model #28 is a mathematical extension of the rectangular hyperbola function used for Allee effects, it is not a generalisation of this model and lacks a mechanistic basis. Indeed, it assumes that emigration probability increases with density, which is opposite to an Allee effect. The only biological justification was that the model results in an increase of dispersal mortality with density if a fraction of the dispersing individuals do not find a new subpopulation. However, any other function of an increase in emigration probability with density would achieve the same effect. Model #29 distributes the pool of surviving migrating individuals across subpopulations such that each receives a fraction inversely proportional to its density.
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